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Introduction 
 

Throughout the history of planet Earth, it has undergone countless changes, some gradual, 
others cataclysmic. In recent decades, however, a self-inflicted crisis has taken shape that 
threatens to irreversibly alter the balance of our biosphere. This threat is none other than global 
warming. As the concentration of greenhouse gases in our atmosphere has increased, primarily 
due to the burning of fossil fuels (industry, energy production, industrial processes, etc.), 
deforestation, agricultural practices, and waste management, the average temperature of the 
Earth has increased.1,2,3  

 
The consequences of this rising temperature are more frequent and severe heat waves, higher 
sea levels, melting glaciers, the disruption of ecosystems and biodiversity, and the increased 
release of greenhouse gases captured by the sea. Faced with these challenges, humanity is in 
an urgent race against time to find sustainable solutions that can help mitigate the effects of 
global warming and restore ecological balance. One promising solution lies in the field of 
alternative energy sources.2  

 
Alternative energies have emerged as important solutions to counteract the environmental 
impact of traditional fossil fuels. Solar and wind energy are renewable and clean energy 
sources, but they depend on weather conditions and daytime, making them unpredictable. 
Among others, geothermal, tidal, and hydroelectric energy, while effective, are site-specific 
and usually tend to disrupt local ecosystems.4,5,6  

 
Finally, the intricate web of energy systems, electrochemical energy, has emerged as the central 
thread that connects the principles of chemistry, physics, and engineering. At its core, 
electrochemical energy refers to the processes by which chemical energy is converted to 
electrical energy or stored, primarily through redox reactions (batteries, fuel cells) and 
capacitance or pseudo-capacitance (supercapacitors). This energy storage or conversion, which 
is fundamental to devices such as batteries, fuel cells, and supercapacitors, plays a leading role 
in numerous applications, from powering our smartphones to storing energy for entire power 
grids. The appeal of electrochemical energy lies in the direct conversion between chemical and 
electrical forms, often with high efficiency and the ability to store or provide energy on 
demand. As the world grapples with the challenges of climate change and the need for 
sustainable energy solutions, the role of electrochemical systems has never been clearer. Their 
potential to interconnect with renewable energy sources and provide clean energy storage and 
delivery mechanisms makes electrochemical energy at the forefront of green energy sources.6 

 
In energy storage systems (ESS), the diffusion of ions is pivotal for energy storage and 
conversion, as evidenced by various ESS device types. Batteries, for example, exhibit relatively 
slow ion diffusion, resulting in lower power density compared to capacitors, which allow fast 
ion movement. With their rapid energy release, capacitors can support fuel cells and batteries 
during high energy demand, potentially extending the life of ESSs. Ideally, ESSs should 
achieve both high energy and power density, underscoring their importance.4 
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Figure 1: Ragone plot of energy storage and conversion devices.7 

 
Figure 1 shows that capacitors have high power density but are limited in energy density. In 
contrast, fuel cells and batteries are known for their high energy density. Supercapacitors, 
interestingly, close the gap between batteries and conventional capacitors on the Ragone 
diagram. While ESS offers many advantages, their performance is inevitably limited by the 
properties of their active materials which should be low-cost and durable. 
 
Among the ESS, the fuel cell functions as an energy converter that continuously converts the 
chemical energy of a fuel into electricity. These devices offer superior characteristics compared 
to conventional combustion-based systems currently used in several major sectors, including 
electronics, households, power generation plants, transportation, and the military. They 
outperform internal combustion engines in terms of efficiency, with energy conversion rates of 
over 60% and minimal emissions. Most importantly, hydrogen fuel cells produce only water 
as a byproduct, avoiding the release of carbon dioxide and other pollutants that contribute to 
smog and health problems. Fuel cells can operate continuously as long as a constant supply of 
fuel is available. They are also quieter when operating since they are built from stationery units, 
unlike combustion engines.6 

 
Although there are different types of fuel cells, they all basically work in a similar way as the 
proton-exchange membrane fuel cell shown in Figure 2. They usually consist of three main 
components: the anode, the electrolyte, and the cathode. At the anode, fuel undergoes an 
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oxidation reaction that produces cations, which move across the electrolyte to the cathode while 
simultaneously releasing free electrons. These electrons flow outward and combine with 
oxygen at the cathode. The energy liberated during the electrochemical reaction of fuel and 
oxidant is converted to electrical energy.4,5  
 

 
 

Figure 2: Schematic representation of proton-exchange membrane fuel cell.8  

 
Fuel cells can be categorized according to the choice of electrolyte, such as alkaline fuel cells 
(AFC), proton exchange membrane fuel cells (PEMFC), phosphoric acid fuel cells (PAFC), 
molten carbonate fuel cells (MCFC), and solid oxide fuel cells (SOFC). AFCs, for example, 
use aqueous solution of KOH as the electrolyte and operate at relatively low temperatures 
between 20 °C and 80 °C. In contrast, PEMFCs, whose operation ranges from -40°C to 90°C, 
have hydrogen ions as mobile cations, with either air or oxygen serving as oxidants. Different 
types of fuel cells are suitable for specific applications. For example, PAFCs and MCFCs are 
more suitable for power plants because of their high power output. PEMFCs are becoming 
increasingly important, especially in automotive and stationary applications, due to their rapid 
start-up, flexible operating temperature (-40 to 90°C), and high energy specificity. Water and 
thermal management remain a key challenge for PEMFCs. The main characteristics of different 
types of fuel cells are shown in Table 1.4,5,6 Throughout the lab course, the focus will be on the 
ORR electrocatalysts for PEMFC applications. 
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Table 1: Classification of main fuel cell properties.4 

Type AFCs PEMFCs PAFCs MCFCs SOFCs 

Electrolyte KOH 

Perfluorosulfonic 
acid ionic 
exchange 
membrane 

H3PO4 
Li2 CO3-
K2CO3 

Yttria-
stabilized 
zirconia 

(Y2O3–ZrO2) 
Conductible 

ions OH− H+ H+ CO2− O2− 

Fuel H2 H2, CH3OH 

 
Reformed 
fuel (CH4, 
CO, H2) 

Purified coal 
gas, 

natural gas, 
and 

reformed fuel 
(CH4, CO, H2) 

Purified coal 
gas and 

natural gas 
(CH4, CO) 

Oxidant O2 Air Air Air Air 
Catalyst Pt/Ru Pt/Ru Pt NiO Ni 

Operating 
temperature 65 – 220 °C −40 – 90 °C 150 – 200 °C 650 – 700 °C 600 – 1000 °C 

Theoretical 
voltage 1.18 V 1.18 V 1.00 V 1.12 V 1.13 V 

System 
efficiency 60% – 70% 43% – 68% 40% – 55% 55% – 65% 55% – 65% 

Application 

Special 
ground 

and 
aerospace° 

Electric vehicle, 
submarine, and 
mobile power 

source 

Regional 
power 

supply (e.g., 
power 
plant) 

Power station Power station 

Development 

Rapid 
development 

at 
1–100 kW 

Rapid 
development at 
1–300 kW with 

high cost 

Rapid 
development 

at 
1–200 kW 

with 
high cost 

Mainly 
development 

at 
250–2000 kW 
with short life 

Mainly 
development 

at 
1–200 kW 
with high 

preparation 
technology 

cost 
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PEMFCs 

The PEFC features fast start-up and low-temperature functionality. Hydrogen-fueled PEFCs 
are preferred for various energy applications due to their high power density, efficiency, and 
adaptability to different temperatures. PEFCs feature high energy density, scalable modular 
design, and quiet, vibration-free operation suitable for both stationary and vehicle operation.9 
The chemical reactions occur at the interface between the electrode and the electrolyte, forming 
a three-phase barrier that generates electrons and ions. For broader applications, such as electric 
vehicles or power plants, the power density of fuel cells can be optimized by increasing the 
active electrode surface area and stacking cells.10 
 
The membrane electrode assembly (MEA) is a central component in PEMFCs and consists of 
three layers: the membrane, the gas diffusion layer (GDL), and the catalyst layer (CL). This 
structure, shown in Figure 3, facilitates mass transfer and accommodates electrochemical 
reactions, thus determining the efficiency, durability, and cost of PEMFCs. 
 

 
Figure 3: Basic structure of typical staking PEMFCs.4 

 
The GDL, which is composed of carbon and other hydrophobic materials, such as 
polytetrafluoroethylene (PTFE), creates pathways for gases and electrons. It not only serves as 
a support structure for the CL but also provides electron conduction. PTFE is particularly 
important because it supports gas and water movement, especially under conditions in which 
flooding can occur. In contrast, the CL is where the chemical reactions occur, converting 
hydrogen and oxygen into water and electricity. The preparation process of the GDE, although 
simple, is challenging. It involves coating a CL onto a GDL to create a PEM, which is then 
hot-pressed to form the MEA. However, this method makes it difficult to precisely control the 
catalyst, resulting in suboptimal catalyst utilization (less than 20%) and higher costs.4 
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Next, PEFCs use a polymer electrolyte based on perfluorosulfonic acid ionomer (Nafion®) that 
serves as a thin membrane. This design reduces resistance, allows efficient proton transport, 
and acts as a physical and electrical barrier between the anode and cathode. The efficiency of 
a PEMFC is directly affected by the power output of the PEM. Ideally, a PEM should have 
high proton conductivity, proper water content and gas permeability, and solid electrochemical 
and mechanical stability.4 
 
However, the transition to a fuel cell-powered world is not without challenges, such as high 
cost and limited durability.11 For PEMFCs to function optimally and last a long time, strict heat 
and water management is essential. Issues such as catalyst area flooding and flow field channel 
problems can affect performance. Proper hydration of the membrane is necessary for better 
ionic conductivity, but excessive humidity can lead to cathode flooding. An optimal balance 
between membrane dehydration and hydration is critical.12 
 
Furthermore, not all the chemical energy converted to electrical energy can be used. This is 
due to the activation (reaction kinetics), concentration (transport of reactants), and ohmic (cell 
components and interconnect resistance) overpotentials, as shown in Figure 4.13,14 

 

Active, selective, and stable electrocatalysts are needed to overcome the activation 
overpotential and develop efficient FC.  

 

 
Figure 4: Typical polarization curve of the FC.15 

For the PEMFC to truly become a cornerstone in the fight against global warming, several 
hurdles must be overcome. These include the production of green hydrogen and the 
development of durable, cost-efficient electrocatalysts, membranes, and graphite bipolar 
plates.   
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Electrocatalyst 

The major cost factors in PEFC development are the electrocatalysts, which are often platinum 
(Pt) on a carbon support, raising issues of material cost (36–56% of total PEMFC cost)16,17 and 
durability. Pt is the preferred catalyst due to its high corrosion resistance and work function, 
and it is used for both anode and cathode. However, the kinetics of oxygen reduction (ORR) 
on the cathode side is a bottleneck of the fuel cell system. The kinetics of cathode compared to 
anode reaction is ~5 times slower. This fact means that the cathode should contain 80~90% of 
the total Pt of the stack; therefore, the selection of an optimal cathode catalyst for increasing 
the efficiency of PEMFC is critical.6  
 
Despite the inertness of Pt, it has been shown there is a decrease in cathode kinetics over time, 
especially due to the degradation of Pt on carbon support. This degradation affects the 
efficiency of the fuel cell. Various Pt-on-C degradation routes, such as Pt dissolution, Ostwald 
ripening, agglomeration, particle detachment, and carbon corrosion, are presented in Figure 5. 
In addition, properties such as the degree of oxide coverage of the Pt change with varying 
cathode potential affect fuel cell efficiency. 1,18,19 

 

 
Figure 5: Degradation paths for Pt on carbon-based electrocatalysts. 
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Platinum-carbon-based catalysts, however, have been the focus of research, with most studies 
concentrating on reducing cost and increasing electrocatalytic performance.20 Among the most 
promising methods, the use of Pt nanoparticles, Pt alloys combining Pt with transition metals 
such as cobalt (Co), copper (Cu), nickel (Ni), or iron (Fe) also further increased ORR 
activity.2122 For example, Pt3Co Pt3Ni23,24 and PtCu3

25 have shown increased ORR activity 
compared to pure Pt.22,23 Another method that consumes less Pt and maximizes Pt surface area 
is the preparation of core-shell catalysts. These catalysts are composed of core material (often 
a cheaper metal) deposited to carbon support covered by a thin Pt shell. Materials to boost the 
stability of support have also been developed. Among them, modified carbon-based catalyst 
supports with high graphite content have been shown to be advantageous, such structures based 
on graphene derivatives.26  
 
To further decrease the cost of ORR electrocatalyst, Pt was replaced with transition metals. 
The most promising material in this group is the metal-nitrogen-carbon catalyst (M-N-C), in 
which transition metals are coordinated with nitrogen in a carbon matrix. Examples include 
iron-nitrogen-carbon (Fe-N-C) or cobalt-nitrogen-carbon (Co-N-C) catalysts.4 
 
To reduce the cost of ORR electrocatalysts further, the development of completely metal-free 
catalysts based on carbon has been established. Materials such as graphene-based materials 
(Figure 6) have been explored as potential ORR catalysts. Often, these materials are doped or 
combined with other elements (boron, nitrogen, oxygen, fluorine, sulfur, etc.) to enhance their 
catalytic activity. Among them, N-doped graphene derivatives are shown to be particularly 
promising. Their unique electronic structure, resulting from the synergy between the inherent 
conductivity of graphene and the electron-rich properties induced by nitrogen doping, offers 
enhanced ORR activity. In addition, its large surface area, tunable porosity, and structural 
robustness make it exceptionally resilient under fuel cell operating conditions.1,18,19,27  
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Figure 6: Carbon allotropes divided by the dimensions of the nanostructure.28 

 
Nevertheless, highly crystalline graphene surfaces appear to be poor ORR electrocatalysts.29 
However, when infinite graphene sheets become finite, they exhibit different properties as the 
ratio of edge-to-base carbons starts to increase. The edges are more reactive due to insufficient 
coordination numbers.30,31 Moreover, nitrogen doping (N-doping) of carbon nanomaterials has 
been proposed to further enhance the ORR activity.32  
 
The experimental part of the lecture ‘Carbon Materials for Energy Storage and Conversion’ is 
divided into three parts. The first part consists of different types of synthesis; the second part 
consists of electrochemical characterization; the last part consists of structural, chemical, and 
physical characterization of graphene derivatives. 
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1. Synthesis of graphene derivatives 
 
A few single-layer graphene nanosheets were first isolated in 2004 by mechanically exfoliating 
highly oriented pyrolyzed graphite with adhesive tape.33 Although this type of exfoliation is 
preferred for a detailed study of the structural properties of graphene, the method is not 
appropriate for large-scale graphene production. Among the many graphene synthesis methods 
shown in article34 (Fig 1 a-e), the syntheses are divided into top-down (chemical, solution-
based, mechanical, and electrochemical exfoliation) and bottom-up (organic synthesis, CVD, 
epitaxial growth). The most common approach for large-scale production of graphene oxide 
and graphene oxide nanoribbons is chemical graphite exfoliation or unzipping of multi-walled 
carbon nanotubes using strong oxidizing agents, resulting in a non-conducting hydrophilic 
graphene oxide (GO) or graphene oxide nanoribbons (GONR).35 
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1.1. Synthesis of graphene derivatives with an improved 
Hummers method 

 
The first synthesis will be the improved Hummers synthesis. The method has been optimized 
to produce GO with the highest oxygen content. In addition, the synthesis does not contain 
NaNO3, and no toxic NOx gases are produced. Simply put, in the first step of the improved 
Hummers synthesis, the oxidant moves between the graphite layers and oxidizes the carbon to 
form functional groups such as epoxides, alcohols, ketones, carbonyls, and carboxyl groups. In 
the second step, the layers are separated by centrifugation, ultrasonication, or thermal 
expansion, producing GO or GONR products.36  
 
Chemicals: Graphite (Imerys, Timrex KS6L and KS44), H3PO4 (Sigma-Aldrich, ACS reagent, 
≥ 85 wt.% in H2O), H2SO4 (Sigma-Aldrich, ACS reagent, 95.0 – 98.0 wt.%), HCl (Sigma-
Aldrich, ACS reagent, 37 wt.%), KMnO4 (Sigma-Aldrich, ACS reagent, ≥ 99.0 wt.%), H2O2 
(Sigma-Aldrich, ACS reagent, 30 wt.% in H2O). 
 
Procedure: (Note that the synthesis contains highly concentrated acid and strong oxidizing 
agents; additional safety equipment is required). 

 
Add 100 mL of concentrated H3PO4 to a 5 L beaker. Set the Teflon stirrer and set the rotation 
speed to 300 rpm. Next, slowly add concentrated H2SO4 until the H2SO4/H3PO4 ratio (V:V = 
9:1) is reached (always add the denser solution to the less dense one). Following that, slowly 
add 20 g of graphite (Imerys, Timrex KS6L or KS44). Allow the solution to cool, and after 
stirring (very slowly) for 6 hours, add 20 g of KMnO4 to the mixture. An aliquot of 20 g 
KMnO4 should be added on the 1st, 2nd, 3rd, 4th, and 5th days after the first addition of KMnO4 
(for a total of 6 aliquots of 20 g KMnO4 on 6 different days). The reaction mixture should be 
left under constant stirring. One day after the last addition, the reaction mixture is poured on 
ice (about 800 mL), and 30 vol.% H2O2 is added dropwise until the color changes to yellow.  
 
The mixture is then centrifuged in plastic tubes at 4100 rpm for 30 minutes (Note: The 
centrifuge tubes should be balanced according to their weight in the centrifuge rotator, and the 
outside of the tubes should also be wiped with paper towels). The supernatant is decanted, and 
the remaining solid is washed with H2O and centrifuged again at 4100 rpm for 30 minutes. 
After the supernatant is removed, the remaining material is washed again and centrifuged 
successively with 10 wt.% HCl and H2O at 4100 rpm for 90 minutes. After this multiple 
washing, the remaining material is freeze-dried and stored at room temperature.37 
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Questions 
 
1. What types of overpotentials occur in FC devices? How is overpotential defined? Why 

are low overpotentials desirable for FC devices? 
 
 
 

2. What two processes are responsible for the potential drop from reverse to the potential at 
the OCP (see Figure 4)? 
 
 
 

3. What is the strongest oxidizing species in the Hummers reaction responsible for the 
oxidation of carbon nanostructures? Provide a reaction equation. 
 
 
 

4. Why should we always pour a denser solution into a less dense solution? 
 
 
 

5. What are the main differences between top-down and bottom-up synthesis approaches? 
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1.2. Synthesis of graphene derivatives with induction and 
convection heating  

 

The first report of N-doped graphene used as an efficient electrocatalyst for ORR was 
synthesized by the CVD method in 2010.38 Since then, many experimental and theoretical 
studies followed to explain the positive effects of N-doped carbon nanostructure on ORR.39,38 
The results of density functional theories40,39 showed that N-doping shifts the Fermi level of the 
carbon nanostructure, which makes the graphene material behave like a semiconductor and 
changes the charge density and spin density of the carbon atoms near the N-doped atoms. The 
N-doping induces what is known as an “activation region” on the surface of the graphene 
lattice. It is speculated that this type of activated region accelerates the rated limiting step 
(usually oxygen adsorption from the electrolyte/gas on the carbon nanostructure) in ORR.40,39  
 
In general, N-doped graphene derivatives can be prepared with two different methods: with 
direct synthesis (CVD, segregation growth, solvothermal, arc discharge, etc.) and post-
treatment (thermal treatment with various N precursors, N2 plasma treatment, N2H4 reduction) 
of undoped graphene derivatives. The main difference between the methods is the type of 
doping. In post-treatment, homogeneous doping occurs at the surface, while in direct synthesis, 
it also occurs in the bulk of the carbon nanostructure. Another difference between the methods 
is the concentration and configuration of N-doping in the carbon nanostructure. However, these 
are not easy to compare because different reaction processes and conditions are used for their 
synthesis.41 
 

In this exercise, we will prepare N-doped heat-treated graphene oxide and N-doped heat-treated 
graphene oxide nanoribbons from previously prepared GO and GONR by heating in a furnace 
and by induction. The difference between the two heating methods is that the furnace uses Joule 
heating; in contrast, for induction heating, we first generate an alternating magnetic field 
through a Cu coil (as can be seen in Figure 7). This alternating magnetic field then induces 
electric currents in the conductive material (graphite holder) and, similar to the furnace, heat is 
generated by the resistance of the material. Another advantage of induction heating is the faster 
heating rate of 100 °C/s, compared to furnaces or autoclaves at 100 °C/min.42  
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Figure 7: Scheme of RF-assisted heat-treating synthesis system. 

 

1.2.1.  Convection heating  
Weigh approximately 0.5 g of the GO or GONR sample prepared with the improved Hummers 
method into a crucible containing alumina (Al2O3). Place the alumina crucible with the sample 
in the quartz tube in the center of the split tube furnace. Close the furnace and connect the 
quartz tube to the inlet of the NH3 gas. Set the NH3 gas regulator to a flow rate of 150 mL/min. 
Set the parameters of the furnace as follows: heating rate 10 K/min from room temperature to 
800 °C, hold the temperature at 800 °C for 1 minute, turn off the heating, and wait for the 
furnace to cool down. 
 
Note: The flow regulator used for the reaction is calibrated for H2. Using the following equation 

𝑓𝑓𝑓𝑓𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁3 = 𝑓𝑓𝑓𝑓𝑁𝑁𝑁𝑁2 · �ρ𝑁𝑁𝑁𝑁2/ρ𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁3, calculate the correct flow rate for the NH3 gas, where f is the 
volumetric flow rate, and ρ is the gas density at standard conditions.  
 
1.2.2. Induction heating 
Weigh about 170 mg of the sample GO or GONR prepared with the improved Hummers 
method into a graphite crucible. Cover the top of the graphite crucible and place it on the 
alumina rod in the quartz tube in the center of the Cu coil. Cap the quartz tube and set the NH3 
gas regulator to a flow rate of 150 mL/min. Turn on the Cu coil cooler and then the inductor. 
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Set the current to 52% A (390 A) and press the start button on the inductor (during the 
operation, do not touch the instruments). Observe the temperature of the graphite pot until it 
reaches 800 °C. Then, switch off the inductor and the Cu coil cooler.  
 

Questions 

 

1. What are the main advantages and disadvantages of furnace and induction heating? 
 
 
 

2. How does the increase in frequency influence the induction heating of conducting samples? 
 
 
 

3. Was the graphene derivative in the graphite holder also affected by the magnetic field 
generated by induction? 

 
 
 

4. What device was used to monitor the temperature during induction heating? What material 
property does it measure?  

 
 
 

5. What is meant by a “perfect emitter”? Emissivity is a function of what parameters? 
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1.3. Preparation of graphene derivatives with Flash Joule 
heating 

 

Despite the countless potential applications offered by graphene properties, efficient and cost-
effective mass production remains a hurdle. As an answer to that, Flash Joule Heating (FJH) 
emerged in 2020 as an innovative technique capable of synthesizing graphene on a gram scale 
from a variety of carbon-based materials, including carbon black, metallurgical coke, and even 
discarded plastics.4344 
 
The FJH method utilizes intense Joule heating induced by the passage of a high electrical 
current, leading to structural changes in the carbon material. The extraordinarily high 
temperatures of over 3000 K facilitate the breaking of molecular bonds, allowing the carbon 
atoms to reorganize into a stable sp2-hybridized graphene structure.45 As the cooling of the 
overheated carbon material takes place within fractions of a second, the graphene sheets 
produced are trapped in a turbostratic non-equilibrium state, uniquely termed “flash graphene” 
(FG). The “non-equilibrium” conformation means a less energetically favorable arrangement 
compared to the ideal AB stacking seen in standard graphite. In contrast to conventional 
graphite, in which the carbon layers line up in the ordered Bernal stacking (ABAB... sequence), 
turbostratic graphene is characterized by its disordered layer arrangement. This disorder allows 
the layers to rotate independently of each other and to assume any angle to each other. Such 
misalignment results in the layers not being regularly stacked but lying on top of each other 
randomly and without specific orientation.46  
 
The resulting turbostratic configuration gives the material unique properties. Such as, 
increased reactivity (the misaligned layers may expose more edge sites and defects that are 
more chemically reactive), improved solubility (disorder between the layers reduces the van 
der Waals forces that hold the layers together, making turbostratic graphene easier to 
disperse), electrical properties (disorder can lead to improved electrical properties by 
creating more pathways for charge carriers), flexibility in composites (the layers can slide 
over each other more easily).47 
 
To increase electrocatalytic efficiency, the induction of intrinsic defects, such as vacancies, 
Stone-Wales transformations, line defects, and edge dislocations, is crucial. These defects, 
whether in the basal plane or along the periphery of the carbon lattice, disrupt the π-conjugation 
system. The introduction of these perturbations alters the electronic properties of neighboring 
carbon atoms, leading to a change in polarization that allows new active sites for catalytic 
reactions, which are essential for the overall performance of electrocatalysts.48,49 
The FJH approach is remarkable not only for the unique turbostratic structure but also for the 
fast processing time, environmental sustainability, and exceptionally high quality of the 
graphene sheets that are produced. Its ability to convert waste materials into a high-quality 
product underlines its role in promoting the circular economy and promises to renew the 
commercial production of graphene. Currently, FJH is reported to be one of the cheapest and 
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fastest ways of producing graphene. As a pioneer on the road to sustainability, FJH has the 
potential to become a key technology for the mass production of graphene. If research 
continues to progress, FJH could become a cornerstone technology for the mass production of 
graphene and have a profound impact on energy technologies and sustainability initiatives.46 

 

Procedure: 

The following procedure is used for the preparation of the sample for FJH: The Ketjenblack 
(KB, a type of carbon black) used comes in the form of pellets, which must be ground. For this 
purpose, Milli-Q water is added to about 5 g of KB and placed on a magnetic stirrer with a 
heater until a thick, homogeneous mass is obtained. Metal precursor salt dissolved in Milli-Q 
water is added to it. The sample is heated until the water evaporates, and a homogeneous 
mixture of KB and the metal salt is left. In the final stages of drying, the mixture is moved to a 
laboratory dryer and periodically stirred. In this way, almost all the contained water is 
evaporated. The procedure is presented in Figure 8. 

 

 

Figure 8: Schematic representation for preparation of homogeneously dispersed metal particles on KB. 

 

The FJH system is powered directly from the power network using a half-wave rectifier. The 
electrical current passing through the sample is delivered by a capacitor bank. It is made of 12 
parallel-connected capacitors with a total capacity of 72 mF, and a maximum operating voltage 
of 400 V. A thyristor switch controlled by an Arduino microcontroller is used. When a signal 
is supplied from the microcontroller, thyristor 1 is opened, and the capacitor bank is discharged 
sequentially through resistor 1 (R1), resistor 2 (R2), and the sample (Figure 9) in which the 
sample of carbon material is placed. When the preset discharge time is reached, the Arduino 
microcontroller provides a tripping signal to thyristor 2, which provides an alternative circuit 
with less resistance for the current coming from the capacitor bank. In this way, the current 
through the sample decreases practically to 0, the capacitor bank quickly discharges, and the 
process of heating the sample ends. R1 is used to limit load in the circuit and prevent 
overloading of the thyristor switch. R2 serves both as a shunt and as an additional load, limiting 
the current through the sample after thyristor 2 is opened. 
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A digital oscilloscope connected to a personal computer (OSC) is used to measure current and 
voltage. One channel of the oscilloscope is used to measure the current passing through the 
sample by means of the voltage drop over resistor 2. The second channel of the oscilloscope 
measures the voltage of the capacitor bank to determine subsequently the amount of electrical 
energy introduced into the sample. 
 
The system is also equipped with a sample preheating module that uses alternating current 
directly from the power network. The purpose of preheating is to slowly release a maximum 
of moisture and gases absorbed in the sample. 

 

 

Figure 9: Scheme of FJH instrumentation. 
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Questions 

 

1. Calculate the amount of energy needed to heat 50 mg of carbon from 0 °C to 3550 K 
(boiling temperature). 

 

 

2. Calculate the amount of energy needed to sublimate 50 mg of carbon from 0 K. 

 
 

 

3. Calculate the amount of energy stored in a 72 mF capacitor charged to 320 V. Present 
it in Joules. 
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1.4.  Chemical vapor deposition. 

 
CVD is the leading method for graphene growth. During the CVD process, chemical reactions 
form a thin film of vapor species on the substrates. In a typical CVD setup, as shown in Figure 
10, to synthesize N-doped graphene, we need two C and N precursors, or a precursor containing 
both C and N atoms, in the presence of an inert/reducing gas carrier (N2, Ar, Ar/H2, etc.) and a 
metal substrate (Cu, Ni, Pt, Ir, etc.) heated to a temperature at which it acts as a catalyst for 
precursor degradation and subsequent deposition. The typical N precursors are NH3, pyridine, 
polypyrrole, etc., while CH4, ethene, etc., are usually used for the C precursors.41 Depending 
on the solubility of the C atoms in the heated metal substrate, there are two mechanisms for 
graphene growth. If the solubility of the C atoms in the metal is high (e.g., Ni), graphene growth 
follows segregation as the metal cools. However, if the solubility of the C atoms is low (e.g., 
Cu), direct decomposition and adsorption occur. After the growth of graphene on the metal 
surface, the N atoms are incorporated into the graphene lattice as a substitute.41 
 
By changing the CVD synthesis parameters, system design, reactor configuration, gas feed 
material, gas ratios, reactor pressure and gas partial pressures, reaction temperature, growth 
time, temperature, etc., we can influence the content and type of N.41,50,51 

 

 

Figure 10: Schematic diagram of a typical hot-wall horizontal tube-furnace CVD system (LP: low pressure, AP: 
atmospheric pressure).51 

 

Preparation of metal substrate (Cu, Ni) 

Before the electrochemical measurement, we perform a mechanical polishing of the electrode. 
During mechanical polishing, we remove all scratches, gouges, and other damages on the 
surface. Also, the surface should be as smooth as possible for deposition to avoid unnecessary 
defects in the graphene structure. We start with the largest particle size of the alumina powder 
(1 µm). We apply half a teaspoon of alumina powder on the polishing layer and mix it with 
Milli-Q water to produce a polishing paste. Then, we take a Cu or Ni electrode and carefully 
press it vertically onto the surface. To achieve the most homogeneous polishing, the latter 
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should be done in the form of the numeral 8 with a constant force applied parallel to the surface 
of the polishing layer. After polishing, the electrode is rinsed with Milli-Q water and placed in 
an ultrasonic bath for 15 seconds. The process is then repeated with the 0.5 µm and 0.03 µm 
alumina powder particles. 
 

CVD graphene growth on Cu and Ni metal substrate  

Place the Cu or Ni metal substrate on an alumina crucible and slide it into the quartz tube. Next, 
center the Cu induction coil around the metal substrate. Next, anneal the metal surface at 1000 
°C for 15 minutes and then perform graphene synthesis with NH3, CH4, Ar/H2 (V:V = 96:4), 
and H2 at 15, 5, 1500, and 25 cm³/min gas flow. After 5 minutes, turn off the induction heating. 
 

Questions 

 

1. Why is the solubility of carbon higher in Ni than in Cu? 
 
 
 

2. Why is the inert or reducing inert atmosphere used for CVD? 
 
 
 

3. Why is the metal annealing step performed? 
 
 
 

4. Is rapid graphene nucleation desirable for high-quality single-layer graphene formation? 
What are the parameters that affect the nucleation of reduced graphene? 
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2. Electrochemical characterization of electrocatalysts  
 
Three important factors must be optimized for the development of an efficient electrocatalyst: 
activity, selectivity, and stability. Activity is directly related to the exposed active sites on the 
catalyst and is a key factor in rational catalyst design. The activity of a solid electrocatalyst is 
determined by intrinsic parameters (active sites) and extrinsic parameters (exposed active sites) 
at a given mass loading. In the non-metallic carbon nanostructures, the activity is further 
enhanced or decreased by the introduction of porosity, defects, and irregularities in the 
structure, i.e., more edges and doping. Selectivity, in turn, affects how much of the current 
during the reaction is used to produce the wanted product or how much is lost to parasitic side 
reactions. With the stability, we investigate the durability (operating time under certain 
conditions) of the electrocatalyst.52 
 
In the second part, we will present two commonly used electrochemical methods, RDE and 
RRDE, and the corresponding protocols for activity, selectivity, and stability measurements on 
previously prepared graphene derivatives, Pt/C and Ni/C. 
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2.1. Rotating disk electrode (RDE) 

 
During the electrochemical reaction at the electrode and in its vicinity, many processes take 
place. In general, they can be divided into two groups: electrochemical and transport processes. 
The electrochemical processes are then further divided into the Faradaic (electrochemical 
reaction) and non-Faradaic (double layer charging, adsorption) processes and the transport 
processes into ion migration, diffusion, and convection. These processes can occur 
simultaneously, which makes it difficult to study the system.53,54 
 
To eliminate one of the transport processes, the effect of ion migration, an excessive 
concentration of the supporting (inert) electrolyte is used. In a concentrated electrolyte system 
without convection, the only meaningful transport process is diffusion. Since the concentration 
is time-dependent according to Fick’s second law Equation (3), and hence the thickness of the 
diffusion layer at the electrode surface, it is impossible to maintain a steady-state reaction rate 
if it is based only on reactant diffusion transport (ex).53  
 
However, when additional convection occurs with the rotation of the electrode, the thickness 
of the convection-diffusion layer is no longer a function of time but of the speed of rotation of 
the electrode, resulting in a steady-state reaction rate. Note that the thickness of the convection-
diffusion layer is different from the thickness of the classical diffusion layer. Here, although 
there is diffusion, there is also convection. Two popular techniques that use convection-
diffusion processes to study electrochemical and transport properties are the rotating disk 
electrode (RDE) and the rotating ring disk electrode (RRDE).54 
 
In Figure 11 a), we see a schematic diagram of the RDE. The surface of the rotating electrode 
disk is in contact with the electrolyte solution. Around the disk electrode, an electronic insulator 
(Teflon) is used to cover the remaining part of the disk so that only the disk electrode is 
exposed. The electrolyte flows from the bulk of the solution to the surface of the electrode and 
then is flushed parallel to the surface of the disk, as shown in Figure 11 b). With the three 
coordinates shown in Figure 11 b), the mathematical operation for the flow rate of the solution 
can be expressed as follows:54 
 
𝑣𝑣𝑣𝑣x = −0.51ω3/2υ−1/2𝑥𝑥𝑥𝑥2                                                                                   (1) 

𝑣𝑣𝑣𝑣r =  0.51ω3/2υ−1/2𝑟𝑟𝑟𝑟𝑥𝑥𝑥𝑥                                                                                     (2) 
Where vx and vr are the flow velocities of the solution in the x and r directions (cm s-1), ω is the 
rotational velocity of the electrode (s-1), υ is the kinetic viscosity of the electrolyte solution 
(cm2 s-1), x is the distance from the electrode surface (cm), and r is the distance from the center 
at of the disk in the direction parallel to the electrode surface (cm).54 
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Figure 11: a) Schematic representation of the RDE parts and b) the direction of electrolyte flow near the electrode 
surface. 

 
To derive the current-potential relationship for the reaction rate for RDE, Fick's second law 
must be used for the steady state of diffusion-convection. In a steady state, the surface 
concentration of the reactant reaches zero, which means that the concentration of the reactant 
within the diffusion-convection layer is constant. Moreover, in this condition, the convection 
rate and the diffusion rate are equal:55 
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Using the above equation with the boundary conditions CO = CO
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Finally, by combining Equation (6) with Equation (7) for limiting current density:  
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we are left with the famous Levich equation: 
 
𝐼𝐼𝐼𝐼DC,O = 0.62𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐷𝐷𝐷𝐷O

2/3ν−1/6ω1/2𝐶𝐶𝐶𝐶O0                                                                     (8) 
 
Where IDC,O is the diffusion-convection limited current density (A cm-2), n is the number of 
transferred electrons, and F is the Faradaic constant (96500 As mol-1).54 
 
In the case of fast electron transfer kinetics and a slower diffusion-convection process, the 
surface concentration of the oxidant quickly approaches zero. Here, we can apply Levich 
Equation (9), in which the slope of IDC,0 versus ω1/2 is a straight line with a slope of 
0.62nFDO

2/3ν-1/6CO
0. Using the slope n, DO

2/3, ν-1/6, or CO
0 can be determined if the other three 

parameters are known. However, when the electron-transfer kinetics is slower than the 
diffusion-convection process, the surface concentration of the oxidant does not reach zero 
(unless very high overpotentials are used, as shown in Figure 12). Here, we use the following 
equation:54 
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𝑖𝑖𝑖𝑖DC,O
= 1

𝑖𝑖𝑖𝑖k,O
+ 1

𝐼𝐼𝐼𝐼DC,O
                                                                                               (9) 
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where ik,O is the electron-transfer current. By combining Equations (8) and (9), we obtain the 
Koutecký -Levich equation:54 
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= 1
𝑖𝑖𝑖𝑖k,O

+ 𝜔𝜔𝜔𝜔−1/2

0.62𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐷𝐷𝐷𝐷O
2/3𝜈𝜈𝜈𝜈−1/6𝐶𝐶𝐶𝐶O

0                                                                          (10) 

  

 

Figure 12: Polarization curves for ORR reaction on the poly-Pt electrode in 0.1 M HClO4 with marked current 
ranges where the electron transfer (on the right side of the graph) or the diffusion process (the left side of the 
graph) is faster. 
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2.2. Rotating ring disk electrode (RRDE) 

 

Another powerful tool for studying ORR selectivity is RRDE. The difference from RDE is that 
RRDE has an additional ring electrode surrounding the disk electrode. They are isolated from 
each other, as seen in Figure 13. The disk electrode and ring electrode are made of materials 
such as gold, platinum, or glassy carbon (GC). For this technique, we need to use a 
bipotentiostat because both electrodes, the ring and disk, are controlled potentiostatically at the 
same time. The technique is useful for the study of multi-electron processes, kinetics, 
adsorption, desorption steps, and electrochemical reaction mechanisms, using the ring 
electrode as a detector for the reaction products of the disk electrode.55 
 

 
 

Figure 13: Scheme of RDDE, with ring and disk reactions. 

 
Like RDE, RRDE also rotates during the measurement. If the rotation speed is sufficient, a 
diffusion-convection layer is formed, and the limited current density follows the Levich 
Equation (8) or Koutecký-Levich Equation (10). As a result of the rotation speed of the 
electrode, the electrolyte flows outward from the disk electrode to the ring electrode due to 
centrifugal force.55 
 
For example, let us look at what happens at the RRDE during the ORR experiment (as shown 
in Figure 13). At the disk electrode, the ORR takes place. Depending on the nature of the 
interaction of the electrocatalyst with the oxygen and the intermediates of the reaction, some 
peroxide may be formed. The peroxide formed then continues to flow off the surface of the 
disk electrode. Some of the peroxide flows into the bulk of the solution, some is decomposed, 
and some reaches the ring electrode. Since we want to measure the amount of peroxide formed, 
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the potential of the ring electrode will be constant in the region of peroxide oxidation. 
Therefore, all the peroxide that reaches the ring electrode will be oxidized back to water, and 
we will see this as a response to the ring current. Since not all of the reduced O2 in the form of 
peroxide comes into contact with the ring electrode, another important parameter for 
quantitatively measuring peroxide formation (ORR selectivity) is the collection efficiency, 
which provides information on the percentage of intermediates formed at the disk electrode 
that comes into contact with the ring electrode.55 
 
The collection efficiency depends on the rotational speed of the electrode, the diameter of the 
disk electrode, the outer and inner diameters of the ring electrode, the type of reaction, and the 
thickness and roughness of the electrocatalyst layer. Although it can be calculated theoretically 
from the ratio between the diameter of the disk electrode and the outer and inner diameters of 
the ring electrode, it is recommended to measure it experimentally from the ratio between the 
ring and disk currents from reversible redox reaction (ferricyanide/ferrocyanide, ferrocene, 
benzoquinone, hydroquinone, etc.).55,56  
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2.3. Preparation of glassware, electrode, and electrocatalyst 

 

Before the start of electrochemical characterization, a few things need to be done. Described 
below are the standard protocols for preparing glassware, electrodes, and catalysts.  

 

2.3.1. Preparation of the glassware 
All glassware must be cleaned before electrochemical experiments. This is done to remove any 
organic or inorganic impurities (Fe, Mn, Co, Ni, etc.) that could affect the ORR activity. Since 
the best electrocatalysts for ORR are Pt-based, the glassware is cleaned with aqua regia, which 
is prepared by mixing concentrated HCl and HNO3 acids in a 3:1 molar ratio. Care should be 
taken when mixing two strong acids. Despite its lower density, HCl should always be added to 
HNO3 to avoid the formation of Cl2 gas. Since aqua regia is very unstable, you should neutralize 
it after use and always use it freshly prepared.57 
 
After washing with aqua regia, rinse the glassware with Milli-Q water, followed by a repeated 
rinse in boiling water. The latter is done to remove the ions absorbed in the cleaning solution 
from the glassware. 
It should be noted that measurements in alkaline electrolytes should be made in a PTFE 
electrochemical cell due to glass corrosion.58 

 

2.3.2. Preparation of the RDE/RRDE 
Mechanical polishing of the electrode is performed before the electrochemical measurement. 
With this type of polishing, we remove scratches, gouges, and other damage on the electrode 
surface before the electrocatalyst is drop-casted.  
 
We start with the largest particle size of alumina powder (1 µm). We apply 20 mg of alumina 
powder to the polishing layer and mix it with Milli-Q water. Next, we take the GC electrode 
and press it gently on the surface of the desired polish. For best results, polishing should be 
done with the pattern of the shape of the numeral 8 (or infinity symbol) with a constant force 
parallel to the surface of the polishing layer for 5 minutes. The RRDE electrode is then rinsed 
with Milli-Q water and placed in an ultrasonic bath for 15 sec. The process is then repeated 
with the 0.5 and 0.03 µm alumina powder particles.  

 

2.3.3. Calibration of the reference electrode 
Another important procedure prior to the electrochemical measurements is the calibration of 
the reference electrode. Since the ORR activity measurements are measured in potentiostatic 
mode (monitoring the electric current as a function of potential), the exact potential of the 
reference electrode in the electrolyte should be known.  
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Procedure: Calibration is performed by determining the zero current potential or open circuit 
potential (OCP) in a two-electrode system between the Pt working and reference electrodes in 
a saturated H2 electrolyte. In OCP mode, the resting potential (i = 0) is measured between the 
working and reference electrodes. In the above example, the resting potential is determined 
when the reaction at the Pt working electrode (2H+ + 2e- ↔ H2) is in equilibrium, and therefore, 
the net current flow is equal to 0. Note that for the correct potential of the reference electrode, 
the pH value of the electrolyte should be taken into account. 
 
Procedure: To set up a two-electrode system, simply connect the counter electrode to the 
reference electrode and the signal to the working electrode cable. Then, connect the working 
electrode cable to the Pt wire and the reference counter electrode cable to the reference 
electrode in the electrochemical cell. Fill the electrochemical cell with electrolyte and purge 
the solution with H2 gas for 5 minutes. Start the OCP measurement and determine the potential 
when it stabilizes. 

 

2.3.4. Electrocatalyst preparation  
The preparation of the homogeneous electrocatalyst layer on the surface of the RRDE electrode 
consists of two steps. The first is the preparation of a stable electrocatalyst dispersion in 
solution (electrocatalyst ink), and the second is the drop-casting of the electrocatalyst ink onto 
the RRDE electrode. To prepare a stable dispersion, we mix the prepared electrocatalyst with 
water, isopropanol, and Nafion. Nafion is a polymer used to provide ionic conductivity, 
flexibility, and better cohesion of the electrode and as a stabilizer to prevent aggregation in the 
suspension. The mixture is left in an ice bath under ultrasonic sonication for 40 minutes to 
obtain a homogeneous suspension before being dropped onto the surface of the electrode. 
While the droplet electrocatalyst is drying, the RRDE is rotated at 300 rpm. The rotation is to 
cause convection during drying and additionally to prevent aggregation of the nanoparticles 
and drying coffee ring effect.59  
 
Procedure: Mix the electrocatalyst, deionized water, 2-propanol (IPA), and Nafion (5 wt.%. 
mixture of lower aliphatic alcohols and water) at the following ratio: 4.53 mg/0.83 mL/0.28 
mL/30 μL. Place the mixture in an ice bath for 40 min until a homogeneous dispersion is formed 
using a horn sonicator (37.5 W). Next, drop-cast an aliquot of 25 μL onto a GC electrode and 
dry it on an inverse RRDE with a rotation of 300 rpm at room temperature 23 °C for 75 min 
(GC diameter = 5.5 mm, IPA/water = 24%). 
 
2.3.5. Compensation of electrolyte resistance  
In a three-electrode system (schematic representation of the electronic circuit in Figure 14), 
WE is the working electrode, CE is the counter electrode, RE is the reference electrode, Rf is 
the charge transfer resistance, Cdl is the double-layer capacitance, and Ru is the solution 
resistance. Ru is a function of cell geometry (distance between the working and reference 
electrodes), electrolyte conductivity, and (loading dependent) bubble formation within and on 
the catalyst layer60 and can affect the potential between the working and reference electrodes. 
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Since cell geometry is difficult to determine, Ru must be measured. The three conventional 
methods for Ru measurement are electrochemical impedance spectroscopy, positive feedback, 
or current interrupt.61,62 

 

 

Figure 14: Schematic representation of a three-electrode system.61 

 

For the measurement of the ohmic drop, we will use the positive feedback method. Here, the 
potential pulse is applied between the working electrode and a reference electrode while the 
current is monitored. During the measurement, the compensated resistance is increased until 
an oscillation of the measured current occurs. The oscillation is observed due to the full 
compensation of Ru, and the current becomes a function of capacitance. If overcompensation 
is achieved during the experiment, high oscillating currents will flow through WE, which may 
damage the electrocatalyst and electrode. Therefore, it is recommended that 80% of the total 
Ru value be compensated and 20% of the compensation be performed manually.61  
 
Procedure: Fill the electrochemical cell with about 2 cm of electrolyte above the RRDE tip. 
Connect the counter electrode alligator cable to the carbon counter electrode, the reference 
electrode alligator cable to the 3M NaCl Ag/AgCl reference electrode, and the working 
electrode banana plug cable to the red connector on top of the Pine rotator. Then, purge the 
system with Ar gas for 5 minutes. Start the GPES software and press Utility/Positive Feedback 
at the top. Adjust the parameters as shown in Figure 15. Start the measurement and change the 
iR compensation bar (slowly) until oscillation occurs. Set the iR value to 90% of the total value 
relative to the start of the oscillation.  

 

Figure 15: Parameters for the positive feedback IR compensation.  
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2.4. ORR characterization of Pt/C-based electrocatalysts 

 
The base material used in PEMFCs for the ORR consists of platinum nanoparticles anchored 
on carbon supports (Pt/C).63 Such Pt/C electrocatalysts are essential for the effective operation 
of PEMFC. However, to determine fully the performance of these electrocatalysts, in-depth 
analysis in the context of working fuel cells is essential. To perform this, the electrocatalyst 
must be integrated into catalyst-coated membranes or gas diffusion layers, which are then 
assembled into membrane electrode assembly (MEA). However, due to the high costs and 
complicated manufacturing process of MEA components, comprehensive in-situ evaluations 
are beyond the capabilities of many research institutes.64 

 
As a practical alternative, research into the activity and stability of Pt/C electrocatalysts is often 
conducted using rotating disk electrode (RDE) studies in a simplified half-cell configuration 
with a liquid electrolyte. This simplified method serves as an effective method for preliminary 
screening. To prepare for testing, the Pt/C catalyst is first homogenized in an ink of alcohol, 
water, and a perfluorosulfonic acid ionomer, such as Nafion. This creates a stable dispersion, 
which is then applied in a precise aliquot to a GC disk electrode. The catalytic behavior is then 
investigated in a standard three-electrode electrochemical setup.64 
 
The use of RDE as an investigative tool provides researchers with crucial insights into the 
kinetic aspects of ORR and the resilience of the electrocatalysts under simulated fuel cell 
operating conditions. Although RDE analysis is finer than a full-scale fuel cell test, it can 
closely mimic the dynamic electrochemical environment of a working PEMFC. This technique 
is central to the rapid modification and improvement of catalyst formulations and enables fast 
iteration cycles before materials are further developed for MEA integration and comprehensive 
fuel cell evaluations. Such a strategy is not only resource efficient but also drives the 
development of catalyst technology.64  
 
Since the turn of the millennium, concerted efforts have been made to establish standard 
protocols and measurement parameters for RDE procedures on Pt/C.65666768 The adoption of 
such standards is a fundamental step towards homogenizing research results and meaningful 
comparisons between different studies. 
 
The standard values, as suggested by General Motors,69 for a mass-specific activity (MA), area-
specific activity (SA), and Pt electrochemical surface area (ECSA) of standard Pt/C 
electrocatalysts is essential are derived from a precise kinetic current measurement taken at 
0.90 V vs. RHE during the ORR polarization curves. These measurements are performed at an 
electrode rotation rate of 1600 rpm, anodic scan direction, and a potential scan rate of 5 and 20 
mV/s in an O2-saturated 0.1 M HClO4 electrolyte. These specific conditions were carefully 
selected to mimic real fuel cell environments while ensuring that the results were consistent 
and reliable. 
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Procedure: 
 
i. Preconditioning (Ar saturated electrolyte solution): Select the method bar at the top of 

the GPES software and select Cyclic voltammetry (linear)*1. Select the following 
parameters: 50 cycles in the potential range 0.02 – 1.1 V vs RHE (note that the potential 
range for the 3 M NaCl Ag/AgCl reference electrode should estimated using the 
equation ERHE = EAg/AgCl + E°Ag/AgCl + 0.059V∙pH; the measured potential is corrected 
with the potential determine by OCP measurement 2.3.3.) with a scan rate of 
500 mV/s and a current range of 10 mA. Set the rotation rate of the RRDE to 1600 rpm 
and start the measurement. 

 
The precondition is done to achieve a stable, reproducible signal and minimize the initial 
degradation of the catalyst due to nonhomogeneous drying. Preconditioning is performed 
with cyclic voltammetry in the same potential range as ORR activity is measured; however, 
it is done at a higher scan rate and several cycles.70 

 
ii. Baseline measurement: The parameters and conditions are the same as for 

preconditioning; change the number of cycles from 50 to 5, the scan rate from 500 mV/s 
to 20 mV/s, and the current range from 10 mA to 1 mA. 

 
iii. ORR activity measurement: Change the purge gas from Ar to O2, wait 15 minutes until 

the electrolyte is saturated with O2 gas, and start the measurement (same parameters as 
for ii Baseline measurement).  

 

  

 
*1 The difference between the staircase mode and the linear mode is the time taken to record the current after the 
potential change. This enables studying two types of electrochemical processes: fast (non-double layer charging) 
and slower processes (Faradaic reactions). 
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A) Determination of MA, SA and ECSAPt 

 

The MA is calculated by determining the kinetic current (ik) using Equation (11) and then 
normalizing this current to the total mass of Pt on the disk electrode (Equation 12).64 

 

𝑖𝑖𝑖𝑖k = 𝑖𝑖𝑖𝑖lim × 𝑖𝑖𝑖𝑖m
𝑖𝑖𝑖𝑖lim− 𝑖𝑖𝑖𝑖m

                   (11) 

 

MA = 𝑖𝑖𝑖𝑖k
𝑚𝑚𝑚𝑚Pt

                   (12) 

 

Here, ilim denotes the limiting current measured at E = 0.50 V vs. RHE, and im stands for the 
measured current at E = 0.90 V vs. RHE.64 

Similarly, the area SA is calculated (Equation 14) by taking ik and normalizing it with respect 
to the platinum ECSAPt, using Equation (13).64 

 

ECSAPt = � 𝑄𝑄𝑄𝑄(𝐶𝐶𝐶𝐶)
210µ𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑚𝑚𝑚𝑚Pt

−2× 𝐿𝐿𝐿𝐿Pt × 𝐴𝐴𝐴𝐴g
� ×  105                                           (13) 

 

SA = 𝑖𝑖𝑖𝑖k
ECSAPt

                   (14) 

 

Here, LPt (µgPtcm-2) is Pt loading on the electrode, and Ag is the geometric surface area of the 
glassy carbon electrode. The Q(C) represents charge from hydrogen underpotential (HUPD) and 
is derived from the integration under the CV curve between 0.40 V and 0.05 V during the 
negative scan direction and correcting for the double layer charge current measured at 0.40 V 
vs. RHE, as shown in Figure 16, using Equation 15.64 

 

𝑄𝑄𝑄𝑄(𝐶𝐶𝐶𝐶) = 1
𝑣𝑣𝑣𝑣 ∙ ∫ 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

𝐸𝐸𝐸𝐸2−𝐸𝐸𝐸𝐸0
𝑣𝑣𝑣𝑣

𝐸𝐸𝐸𝐸1−𝐸𝐸𝐸𝐸0
𝑣𝑣𝑣𝑣

                 (15) 

 

Where E is potential, i electric current, and v scan speed (V/s). 

In CV studies, two different peaks are typically characterized by the HUPD: an adsorption peak 
and a desorption peak. These peaks occur before the region where hydrogen gas evolution takes 
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place, which is why they are also referred to as “underpotential”. The amount of electricity 
(charge) involved in the adsorption of a monolayer of hydrogen atoms is known for a given 
metal in a specific electrolyte and allows the calculation of the actual metal surface accessible 
for catalytic reactions. For a monolayer of hydrogen atoms adsorbed on a platinum surface in 
an acidic environment, this charge is 210 µ𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐Pt

−2. 6471 

 

 

Figure 16: CV polarization curve of Pt/C electrocatalysts in Ar saturated 0.1 M HClO4 at 20 mV/s scan 
rate and 1600 rpm rotation rate. The HUPD area is presented marked blue. 

 

The specification of the ECSA normalized to the platinum mass allows a direct comparison of 
the performance of different catalysts independent of their platinum charge. This normalization 
is particularly important in catalysis research, for which the cost of platinum is an important 
factor in the overall feasibility of fuel cell technology. By providing a measure of ECSA 
relative to the amount of platinum used, researchers and engineers can optimize the design and 
use of platinum in catalytic systems, potentially leading to more cost-effective and sustainable 
fuel cell technologies.64 
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Questions 
 
1. With the help of equations 11–15, calculate the ESCA, MA, and SA of measured Pt/C 

electrocatalysts. 
 
 
 
 

2. What is the reason for using the anodic sweep direction when measuring the kinetic current 
(ik) during CV? 

 
 
 
 
 
3. In addition to hydrogen underpotential desorption, what alternative techniques are available 

to determine the electrochemical surface area (ECSA) of Pt-based electrocatalysts? 
 
 
 
 
 
4. What are the current state-of-the-art electrocatalysts used for ORR in PEMFC? What 

methods to further improve efficiency are being utilized? 
 
 
 
 
5. How do variations in scan rate and rotation speed of the RDE/RRDE affect the observed 

current density in Ar and in O2 saturated 0.1 M KClO4 solutions? What are the reasons for 
these effects? 
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2.5. Measuring HER and OER activity on nickel-based catalyst 
material 

 

Electrochemical production of hydrogen and oxygen by water dissociation using suitable 
catalysts (electrocatalytic water splitting) is a common source and a reliable technology for 
hydrogen/oxygen production compared to other conventional methods. The electrochemical 
process of water splitting into hydrogen and oxygen is called Hydrogen Evolution Reaction 
(HER: reduction/cathodic process) and Oxygen Evolution Reaction (OER: oxidation/anodic 
process), respectively. Platinum and other PGM catalysts are found to be the best catalysts for 
these reactions; however, they are expensive and scarce, which has led to finding cheaper but 
efficient replacements. Nickel has been a fitting candidate and is relatively cheap and abundant. 
In this experiment, we will analyze the HER and OER activity of a commercial Nickel on 
carbon catalyst material (Ni/C) using an RDE setup (Figure 17). Here, nickel is present in the 
metallic phase (Ni0) and is homogenously mixed with conductive carbon black (Vulcan 
carbon). Cyclic voltammetry (CV) and Electrochemical Impedance Spectroscopy (EIS) will be 
used for electrochemical characterization.72,73 

Materials and setup: 

A 3-electrode set-up is used: RDE with Ni/C catalyst film as working electrode (WE), Graphite 
rod as counter electrode (CE), and Ag/AgCl/3M NaCl electrode as reference electrode (RE). 
0.1 M KOH is used as an electrolyte. The RDE (rotating disk electrode) has a glassy carbon 
disk embedded in Teflon collette.  

Procedure: 
  
Electrode preparation (ink drop-casting): 

Mix the Ni/C electrocatalyst, Milli-Q water, 2-propanol (IPA), and Nafion (5 wt.%. mixture of 
lower aliphatic alcohols and water) in the following ratio: 1.5 mg/0.8 mL/0.2 mL/10 μL. Place 
the mixture in an ice bath for 20 min until a homogeneous dispersion is formed using an 
ultrasound sonicator. Then, drop-cast an aliquot of 20 μL onto a clean, polished glassy carbon 
electrode (GC) and dry it on an inverse RDE with a rotation of 500 rpm at room temperature 
for 1 hour (GC diameter = 5 mm). A thin, uniform catalyst layer/film should be obtained. 

  

Assembly of the electrochemical cell: 

Assemble the three-electrode system in the electrochemical cell and fill the cell with freshly 
prepared electrolyte. Purge the electrolyte with argon (or nitrogen) for at least 15 minutes 
before the measurements to remove dissolved oxygen. Once the cell is ready, connect the 
potentiostat to the cell and ensure there is proper connection (contact) and no bubbles in the 
salt-bridge. Once this is done, slowly immerse the RDE (with catalyst film) in the electrolyte 
to enable rotation (3600 rpm). 
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Electrochemical Measurements: Protocol 

Immersion of RDE into the electrolyte is to be done at -0.965 V Ag/AgCl (0 V RHE) to prevent 
oxidation/reduction that might occur at OCP or other potentials that can alter the active catalyst 
species. 

 

 
Figure 17: Main voltammogram features shown by Ni catalysts in an alkaline aqueous medium within a wide 
potential range, divided into 5 regions: (1) HER region, (2) Alpha-peak: Redox couple of Ni0 / α-Ni(OH)2, (3) 
Electric Double layer region, no faradaic reaction, but involves phase transformation of α- to β-Ni(OH)2, (4) 
Oxyhydroxide peak: Redox couple of Ni(OH)2/Ni(OOH), (5) OER region.74 

 

HER: 

Perform cyclic voltammetry (CV) with a scan rate of 0.05 V/s. The potential range should be -
1.5 V to 0.4 V vs. Ag/AgCl. This includes the HER region and a Ni0/Ni2+ redox transition peak. 
Five scans are to be done. The lower potential limit can be adjusted to obtain a good HER 
polarization curve (current range to be noted). 

 

OER: 

Perform CV with a scan rate of 0.05 V/s within the potential range of 0.4 V to 0.785 V vs. 
Ag/AgCl. This includes a Ni2+/Ni3+ redox transition peak and the OER region. Five scans are 
to be done. Avoid high potentials so as not to damage the GC disk. 
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iR correction: 

The iR drop (or potential drop) is essentially the decrease in applied potential on the working 
electrode surface (electrochemical double layer); here, the R (resistance) is also referred to as 
the non-compensated electrolyte resistance (Rs = resistance of solution between working 
electrode surface and reference electrode). Electrolyte resistance can be measured by EIS at a 
potential where no faradaic reaction occurs, and in this case, preferably at -0.965 V vs. 
Ag/AgCl. Since R in iR compensation can also include contributions from connection/contact 
resistance, catalyst resistance, cell geometry (distance between the working and reference 
electrodes), electrolyte conductivity, and (loading dependent) bubble formation within and on 
the catalyst layer,60, slopes from Tafel plot (E vs log I) are to be cross-checked after 
compensation of RS to determine if it is under/over-compensated and adjusted accordingly 
(partial compensation was avoided). This is important as it can lead to major discrepancies in 
the values of current/activity when current is significantly high (Figure 18).75 

 

 
Figure 18: An example demonstrating the relevance of proper iR compensation. A HER polarization curve 
performed with the same Ni-based sample on two different days a) without and b) with complete compensation.74 
 

Data Collection and Treatment: 

Export the data from Nova software as a text file and import it into Origin software. The data 
will be imported as columns of potentials and corresponding current values obtained. Perform 
the iR correction for electrolyte resistance (this value is obtained from EIS) by multiplying the 
absolute current with the electrolyte resistance. Use this corrected value for further plotting and 
calculations. Also, calculate the geometric current density, j, by dividing the current by the 
glassy carbon disk area. Report it in mA/cm². Plot the CV (potential vs. j) and corresponding 
Tafel plot (potential vs. log of the current density j) in Origin. Tafel slope will also provide an 
idea of whether there is any under-compensated (or overcompensated) resistance; in such case, 
add (or subtract) a few more ohms in the iR correction equation. Proper iR compensation is 
essential to understanding and explaining activity from a CV.  
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Exercises 

 

1. Calculate HER and OER activity using geometric current density: From the CV (with 
compensated potential vs. current density), calculate the overpotential for both HER 
and OER, which is the potential at which a noticeable current density (e.g., 5 mA/cm²) 
is observed for 1st and 5th scan. 

 

2. Calculate specific activity for HER: Take the 5th scan of the HER protocol and integrate 
the oxidation peak of Ni0/Ni2+ redox couple. Record this peak area from the integration 
in Ampere. Volt (A.V) and divide this by scan rate (V/s) to obtain the charge (A.s = 
coulomb C). Divide the raw current (in mA) with this charge and multiply it with 516 
μC/cm², which corresponds to the charge for monolayer hydroxide formation. The 
obtained value corresponds to the current density (jspec=mA/ cm²) that represents 
specific activity. Be careful during unit conversion. 

 

3. Calculate mass activity; the mass of Ni was calculated for the given powder sample 
based on the amount of nickel species present in the deposited ink (Ni loading). [e.g., 
the catalyst ink contains 1 mg of catalyst powder dispersed in 1 mL solution. ~20 µL 
of the ink is deposited and measured, which corresponds to ~20 µg of catalyst material 
on the disk. For 20% Ni on C material, the amount of Ni present on the disk is 20% of 
20 µg = 4 µg of Ni. Similarly, the mass of Ni is to be calculated for the given Ni/C 
sample based on the ink composition used]. The values of current (raw data) are divided 
by the mass of Ni to find the mass activity of the catalyst (unit- mA/µgNi). Report the 
mass activity by taking the current @ -1.3 V Ag/AgCl for the 5th scan. 
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2.6.  ORR performance of non-metal electrocatalysts  
 
Platinum-carbon-based catalysts have been the focus of research, with most studies focusing 
on reducing cost and increasing electrocatalytic performance.20 Among the most promising 
methods, the use of Pt nanoparticles, Pt alloys combining Pt with transition metals such as 
cobalt (Co), nickel (Ni), or iron (Fe) also further increased ORR activity.21 Another method 
that consumes less Pt and maximizes Pt surface area is the preparation of core-shell catalysts. 
These catalysts are composed of core material (often a cheaper metal) deposited to carbon 
support covered by a thin Pt shell. Materials to boost the stability of support have also been 
developed. Among them, modified carbon-based catalyst supports with high graphite content 
have shown to be advantageous, such structures based on graphene derivatives.  
 
To further decrease the cost of ORR electrocatalyst, Pt was replaced by transition metals. The 
most promising material in this group is the metal-nitrogen-carbon catalyst (M-N-C), in which 
transition metals are coordinated with nitrogen in a carbon matrix. Examples are iron-nitrogen-
carbon (Fe-N-C) or cobalt-nitrogen-carbon (Co-N-C) catalysts.4 
 

Additionally, to reduce the cost of ORR electrocatalysts, the development of completely metal-
free catalysts based on carbon has been established. Materials such as graphene or carbon 
nanotubes have been explored as potential ORR catalysts. Often, these materials are doped or 
combined with other elements (boron, nitrogen, oxygen, fluorine, sulfur, etc.) to enhance their 
catalytic activity. Among them, N-doped graphene derivatives are proving to be particularly 
promising. Their unique electronic structure, resulting from the synergy between the inherent 
conductivity of graphene and the electron-rich properties induced by nitrogen doping, offers 
enhanced ORR activity. In addition, their large surface area, tunable porosity, and structural 
robustness make them exceptionally resilient under fuel cell operating conditions.1,18,19,27  

 
Procedure: 
 
i. Preconditioning (Ar saturated electrolyte solution): Select the method bar at the top of 

the GPES software and select Cyclic voltammetry (linear)*.2 Select the following 
parameters: 50 cycles in the potential range 0.02 – 1.1 V vs. RHE (note that the potential 
range for the 3 M NaCl Ag/AgCl reference electrode should estimated using the 
equation ERHE = EAg/AgCl + E°Ag/AgCl + 0.059V∙pH; the measured potential is corrected 
with the potential determine by OCP measurement 2.3.3.) with a scan rate of 
500 mV/s and a current range of 10 mA. Set the rotation rate of the RRDE to 1600 rpm 
and start the measurement. 

 

 
*1 The difference between the staircase mode and the linear mode is the time taken to record the current after the 
potential change. This allows us to study two types of electrochemical processes: fast (non-double layer charging) 
and slower processes (Faradaic reactions). 
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ii. Baseline measurement: The parameters and conditions are the same as for 
preconditioning; change the number of cycles from 50 to 5, the scan rate from 500 mV/s 
to 20 mV/s, and the current range from 10 mA to 1 mA. 

 
iii. ORR activity measurement: Change the purge gas from Ar to O2, wait 15 minutes until 

the electrolyte is saturated with O2 gas, and start the measurement (using the same 
parameters as for ii Baseline measurement).  

 
iv. ORR selectivity measurement with RDE: Repeat the measurements with a rotation rate 

of 400, 625, 900, and 1225 rpm (the same parameters as for ii. Baseline measurement). 
 

v. ORR selectivity measurement with RRDE: Change the rotation rate to 1600 rpm 
additionally connect the WE2 cable to the blue banana plug on the top of the rotator (same 
parameters as for ii Baseline measurement, with additional potential of WE2 at 1.3 V vs. 
RHE) and start the measurement.  

 
vi. Determination of collection efficiency: Change the purge gas back to Ar. Add 10 mL of 

10 mM [Fe(CN)6]-3 to the electrolyte solution (adjust the initial and final potential if you 
know that [Fe(CN)6]-3 + e- ↔ [Fe(CN)6]-4, E° = 0.361 V vs. RHE and the potential of 
WE2 at E = E[Fe(CN)6]-3 /[Fe(CN)6]-4 V vs. RHE + 0.2 V); the other parameters are the same 
as for (ii. Baseline measurement); and start the measurement. 

 
vii. ORR stability measurement (O2 saturated electrolyte solution): Change the purge gas 

from Ar to O2, and wait until the electrolyte is saturated with O2 (ca 15 minutes). Select 
Methods/Chrono methods (interval time >.1s)/Amperometry. Set the potential to 0.7 V 
vs. RHE for acidic electrolytes (pH = 1) or 0.3 V vs. RHE for alkaline electrolytes 
(pH = 13), the duration to 7200 s, and start the measurement. The potentials in alkaline 
and acid electrolytes for stability measurements are chosen at different values due to the 
different activity and the associated different kinetic-diffusion current ranges. 
 

 
 

A) Determination of ORR activity from onset potential (Eonset) 
 
For non-metal electrocatalysts, the main method for determining ORR activity is the Eonset. 
Unfortunately, in the literature, the Eonset is poorly defined but is usually represented by the 
point at which the baseline and the steepest tangent to the slope of the ORR polarization curve 
intersect (as seen in Figure 19).76 The second method is to determine the potential at which the 
current density reaches 0.1 mA/cm².77 
 
a. Subtract the current for the baseline from the ORR cyclovoltammetry measurement. 
b. Convert the potential from V vs. Ag/AgCl to V vs. RHE by subtracting the OCP in H2 

saturated solution. 
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saturated solution. 

 

 
 

c. Convert the disk current to disk current density by dividing the current by the electrode 
surface area (d = 5.5 mm) 

d. Select the anodic current (direction from 0.02 to 1.1 V vs. RHE) and determine the Eonset 
with the tangent method as is shown in Figure 19 and by the potential at 0.1 mA/cm² 
current density.  

 

 
Figure 19: Schematic representation of tangential onset potential determination. 
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B) Determination of ORR selectivity by RDE  
 
a. Subtract the current for the baseline from the ORR cyclovoltammetry measurement at 

rotation speeds 400, 625, 900, 1225, and 1600 rpm. 
b. Convert the potential from V vs. Ag/AgCl to V vs. RHE by subtraction of measured 

potential from the OCP. 
c. Plot i-1

DC,0 vs. ω-1/2 at E = 0.1, 0.2, 0.3 ... 0.8 V vs. RHE and calculate the number of 
transferred electrons using Equation (10).  

 
For the constants in O2 saturated 0.1 M HClO4 use F = 96500 As/mol, electrode diameter = 
5.5 mm, DO2 (diffusion coefficient) 2.0 ∙ 10-5 cm²/s, ν = 0.01 cm²/s) and CO = 
1.2 ∙ 10-6mol/cm³).78 
 
For the constants in O2 saturated 0.1 M KOH use F = (96500 As/mol), electrode diameter = 
5.5 mm, DO2 the diffusion coefficient (2.2 ∙ 10-5 cm²/s), ν (0.01 cm²/s) and CO (1.13 ∙ 10-6 
mol/cm³).79 
 
 
C) Determination of ORR selectivity with RRDE  

 
a. Calculate the collection efficiency (N), according to Equation (16) (current should be 

chosen in the diffusion-convection limited region): 
 

𝑁𝑁𝑁𝑁 =  �
𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟,[Fe(CN)6]−4

−𝑖𝑖𝑖𝑖d,[Fe(CN)6]−3
�                                                                                                                         (16) 

 
Where id,[Fe(CN)6]-3 is the disk current from the reduction of [Fe(CN)6]-3, and ir,[Fe(CN)6]-4 is the 
ring current from the oxidation of [Fe(CN)6]-4. 
 
b. Subtract the baseline from the ORR cyclovoltammetry measurement with RRDE. 
c. Convert the potential from V vs. Ag/AgCl to V vs. RHE by subtracting the OCP in H2 

saturated solution. 
d. Calculate the number of transferred electrons according to Equation (17) at E = 0.1, 0.2, 

0.3 ... 0.8 V vs. RHE. 
 

𝑛𝑛𝑛𝑛 = � 4𝑁𝑁𝑁𝑁𝐼𝐼𝐼𝐼𝑑𝑑𝑑𝑑
𝑁𝑁𝑁𝑁𝐼𝐼𝐼𝐼𝑑𝑑𝑑𝑑+𝐼𝐼𝐼𝐼𝑟𝑟𝑟𝑟

�                                                                                                              (17) 
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B) Determination of ORR selectivity by RDE  
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D. Determination of the ORR stability 
Determine the electric current ratio between the current after 7200 seconds and at the 

beginning of the chronoamperometric measurement (𝑖𝑖𝑖𝑖t = 7200
𝑖𝑖𝑖𝑖t = 0

). Write the result in %. 

 
𝑖𝑖𝑖𝑖t = 7200

𝑖𝑖𝑖𝑖t = 0
 (%) = 

 
 

Questions 

 
1. What is the difference between Faradaic and non-Faradaic processes? 
 
 
 
2. What is the driving force for ion migration, diffusion, and convection in mass transport? 
 
 
 
3. During ORR measurement at the working electrode, how much current flows through the 

reference electrode and how much through the counter electrode? For which processes is 
the current at the counter electrode used when the ORR takes place at the working 
electrode? 

 
 
 
4. Define NHE, SHE, and RHE. 
 
 
 
5. What are the differences between RDE and RRDE selectivity measurements? Which 

method is better for selectivity measurements? 
 
 
 
 
6. From 2.3.4 Electrocatalyst preparation, calculate the electrocatalyst loading (L)–- the 

mass of the electrocatalyst normalized to the working electrode surface area (μg/cm²). 
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3. The structural, chemical, and physical characterization of 
graphene derivatives 

 

Due to the unique bulk and surface structure, trace impurities, and graphitic structure, the 
methods for characterizing graphene derivatives are diverse. Characterization methods such as 
atomic force microscopy (AFM), scanning electron microscopy (SEM), transmission electron 
microscopy (TEM), and high-resolution transmission electron microscopy (HRTEM) provide 
more detailed insight into the morphology and structure of graphene derivatives. For chemical 
composition, spectroscopic methods such as X-ray photoelectron spectroscopy (XPS), Fourier 
transform infrared spectroscopy (FTIR), ultraviolet-visible spectroscopy (UV VIS), or thermal 
analysis coupled with mass spectroscopy (TA-MS) are usually used. X-ray diffraction (XRD) 
and Raman spectroscopy are used to provide additional information on the graphitic structure 
of graphene derivatives. Trace metals are analyzed by inductively coupled plasma mass 
spectrometry (ICP-MS), inductively coupled plasma optical emission spectroscopy (ICP-
OES), nuclear activation analysis (NAA), or X-ray fluorescence. Finally, surface area 
information is derived using the Brunauer-Emmett-Teller (BET) theory of surface analysis.80,81 
 

Although there is a wide variety of methods for characterizing graphene derivatives, we will 
focus on the most routinely used ones. In the following chapter, we will characterize the 
prepared graphene derivatives using Raman, XPS, TA, BET surface analysis, ICP-MS, and 
SEM methods. 
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3.1.  Raman spectroscopy 

 
In 1928, physicist C. V. Raman observed that the wavelength of light scattered by molecules 
depends on the wavelength of the incident light source and later that the change in wavelength 
of the scattered light depends on the chemical structure of the molecules. For his discoveries 
and further research in the field of Raman spectroscopy, he was awarded the Nobel Prize in 
Physics in 1931.82 
 
In Raman spectroscopy, the sample is irradiated with an intense monochromatic photon source 
(laser) whose wavelength is visible or near the IR light range. Due to the low intensity of Raman 
scattering (0.001% of the light source), Raman spectroscopy was rarely used until the 
development of the laser. For a molecule to be Raman active, it must exhibit the interaction 
between the electron field of the monochromatic light source and the electron cloud of the 
molecule, inducing the dipole in the molecule. Thus, the higher the polarizability of the 
molecule, the higher the intensity of the Raman peaks. The Raman spectrum is obtained by 
subtracting the inelastically scattered photons from the wavelength of the incident photons.82,83 
 
The mechanism of Raman scattering is shown in Figure 20. When the sample is irradiated with 
a light source of energy hν0 (wavelength in the visible or near IR spectral range), three 
processes can occur. First is elastic scattering or Rayleigh scattering, in which the energy of 
the scattered light remains equal to the energy of the incident light. Second, the phonon 
(quantum-mechanical description of vibrations of the atoms or molecule in the lattice) ground 
energy state (E0) of the molecule is excited to a virtual phonon energy level with a photon 
(energy hν0). Subsequently, the relaxation of the virtual energy level to the energy level (E0 + 
hνvib) occurs, and the photon with energy h(ν0 – νvib) is emitted. The emitted photon scattered 
with lower energy than the incident one is called “Stokes scattering”. The third process is 
opposite to Stokes scattering and is called “anti-Stokes scattering”. The energy level E0 + hνvib 
is brought to a virtual energy state with energy hν0 and then relaxed in the E0 phonon level, 
emitting the photon with higher energy h(ν0 + νvib).82,83 
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Figure 20: Energy level diagram for Rayleigh and Raman scattering.84 

 

Raman spectroscopy is one of the most widely used, high-throughput, and non-destructive 
techniques to obtain information about the graphitic structure of graphene derivatives. 
However, to better understand the Raman spectra of graphene, we must first delve into the 
rather complex vibration theory of graphene.80  
 
Single-layer graphene consists of carbon atoms, each bonded to three adjected carbon atoms in 
the form of a honeycomb. The Bravais lattice (a space that, when translated by a subset of all 
vectors fills the lattice space without overlap or voids) of the graphene crystal lattice consists 
of two carbon atoms, as shown in Figure 21 a).85  
 

 
Figure 21: a) The top view of the Bravais lattice of single-layer graphene and b) The unit cell of the 
reciprocal space of single-layer graphene, with its high symmetry points and axes.85 
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However, to better understand the Raman spectra of graphene, we must first delve into the 
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the form of a honeycomb. The Bravais lattice (a space that, when translated by a subset of all 
vectors fills the lattice space without overlap or voids) of the graphene crystal lattice consists 
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Figure 21: a) The top view of the Bravais lattice of single-layer graphene and b) The unit cell of the 
reciprocal space of single-layer graphene, with its high symmetry points and axes.85 

 

 
 

To study a periodic system such as the lattice of crystal structures, the mathematical description 
of the structural symmetry must be approached. For this reason, the Fourier transformation of 
the Bravais to the reciprocal lattice (as seen in Figure 21 b) is performed, and the conclusions 
about the material properties follow logically in terms of the symmetry points (Γ, M, K, and 
K’). The reciprocal lattice provides a way to visualize the result of the Fourier transformation 
of the spatial (in our case, 2D) function. Similarly, the Fourier transformation is performed for 
the transformation from the time domain to the frequency domain to produce the classical IR 
spectra during FTIR spectroscopy.85 
 
Next, we must deal with the phonon modes (quantum-mechanical description of the vibrations 
of the atoms or molecules in the lattice). As mentioned earlier, there are two carbon atoms in 
the single-layer graphene unit cell that are responsible for six different phonon modes at Γ, 
which corresponds to an irreducible representation of symmetry, as shown in Figure 22. Three 
phonon modes are acoustic (motion of two carbon atoms in the same direction, an A2u and 
doubly degenerate E1u) and three are optical (motion of two carbon atoms in the opposite 
direction, a doubly degenerate E2g, and B2g).85 
 

 
Figure 22: Displacements of phonon modes at the Γ points of single-layer graphene. The red and green 
dots represent nonequivalent carbon atoms. Black arrows show the atomic displacements for each 
mode. The Raman-active) and infrared-active (IR) modes are labeled.85 

 
Density functional perturbation theory can be used to determine the information about the 
atomic vibrations at the Γ point of the phonon dispersion of single-layer graphene. The active 
Raman mode (the G-band) of single-layer graphene is at 1580–1605 cm-1. The G band is a 
characteristic peak of graphene-related materials and is related to the doubly degenerate 
longitudinal optical (LO) and in-plane transverse optical (TO) E2g phonon modes at the Γ point. 
The corresponding characteristic modes of the 2D and the D require additional defects in the 
graphene structure to be Raman active and are, therefore, not present in the Raman spectrum 
of pristine single-layer graphene. Since defects such as edges are naturally present in the 
graphene structure, the D and 2D peaks are normally observed for single-layer graphene in 
Raman spectra.85  
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In the Raman spectra, the three main peaks used to characterize the defect density and the 
number of graphene layers are D (1320–1350 cm-1), G (1580–1605 cm-1), and 2D (2640–
2680 cm-1), as shown in Figure 23.80,86 
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Figure 23: Example of Raman spectra of N-doped graphene derivative. 

 

The appearance of the D peak in the Raman spectra is due to impurities and structural defects. 
If we know the intensity ratio between the D peak and the G peak, we can determine the average 
distance between the defects in the graphene structure. Using the Raman spectra, we can also 
speculate on the number of graphene layers by comparing the intensity ratio of the 2D and G 
peaks. A 2D/G intensity ratio of two is representative of single-layer graphene, a ratio of one 
is representative of bilayer graphene sheets, and a lower ratio is representative of few and 
multilayer graphene sheets.80,86 
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The appearance of the D peak in the Raman spectra is due to impurities and structural defects. 
If we know the intensity ratio between the D peak and the G peak, we can determine the average 
distance between the defects in the graphene structure. Using the Raman spectra, we can also 
speculate on the number of graphene layers by comparing the intensity ratio of the 2D and G 
peaks. A 2D/G intensity ratio of two is representative of single-layer graphene, a ratio of one 
is representative of bilayer graphene sheets, and a lower ratio is representative of few and 
multilayer graphene sheets.80,86 

  

 

 
 

Exercise 1 

1. From the intensities of the D, G, and 2D peaks in the Raman spectra, determine the number 
of graphene layers and the average distance between defects (LD) for CVD-grown graphene 
and thermally exfoliated (TE) graphene derivatives.  

 
Layer # (CVD) = 

 
Layer # (TE) = 

 
  

  
Questions 

 

1. Explain the nature of light interaction with the molecule in Raman spectroscopy. What is 
polarizability? 

 
 
 

2. From the point of view of quantum mechanics, which type of inelastic light scattering is 
more probable and, therefore, has higher intensity? 

 
 
 

3. The intensity of Raman spectra follows the equation I ≈ ν4, i.e., the intensity of blue (400 
nm) is 16 times higher than that of red (800 nm). If we use UV light, the intensity is even 
higher. Why is the light used for Raman spectroscopy limited by the light frequency, and 
why is the use of blue (400 nm) light rare?  

 
 
 

4. Given the distance between the A and B carbon atoms (dA-B = 0.142 nm), calculate the 
lattice constants 𝑎𝑎𝑎𝑎1����⃑  and 𝑎𝑎𝑎𝑎2����⃑  in Figure 21 a).  

 
 
 

5. Which type of synthesis (bottom-up or top-down) yields a more “precise” graphene 
structure by comparing the number of graphene layers and the LD from Exercise 1? 
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3.2. X-ray photoelectron spectroscopy (XPS) 

 

XPS is a non-destructive, surface-sensitive, and quantitative spectroscopic technique. XPS 
spectra are obtained by irradiating the sample in a vacuum with monochromatic X-rays (usually 
Mg Kα at 1253.6 eV or Al Kα at 1486.6 eV) and detecting the kinetic energy of the ejected core 
electrons (1–10 μm deep). The emitted electrons have a kinetic energy equal to:80 
 
𝐾𝐾𝐾𝐾𝑖𝑖𝑖𝑖 = ℎν − 𝐵𝐵𝐵𝐵𝑖𝑖𝑖𝑖 − ϕ𝑠𝑠𝑠𝑠                                                                                        (18) 
 
where KE is the kinetic energy of the electron, BE is the binding energy of the atomic orbital 
from which the electron originates, hν is the energy of the X-rays, and ϕS is the work function 
(additional potential energy required by the electrons to leave the surface of the sample due to 
the energy difference between the sample and the spectroscope) of the spectroscope and is 
determined by calibration.87  
 
Because of the characteristic BE, XPS can be used to identify and quantify the elemental 
surface concentration and chemical state (from the small variations of BE resulting from the 
polarizability and chemical potential of the compound) of the materials.87 
 
When a core electron is emitted, there are generally two processes that can occur when an 
empty low-energy nuclear orbital is filled with electrons from higher-energy orbitals. One is 
X-ray fluorescence (a minor process), and the other is the emission of Auger electrons. The 
electrons are then directed to the detector by a mass analyzer operating in a specific energy 
window (pass energy).87 
 
We will use XPS to characterize the surface chemical structure of graphene derivatives. We 
will also study the types of nitrogen configuration with the deconvolution of the N 1s peak. In 
the XPS spectra, we can identify four main nitrogen configurations (as shown in Figures 24 
and 27): pyridinic-N (397.7 – 397.4 eV), pyrrolic-N (398.7 – 399.0 eV), graphitic-N 
(400.2 – 400.6 eV), and oxidized-N at binding energies (402.4 – 402.8 eV). Among the N 
configurations, pyrrolic-N is assumed to be the most active for ORR.88,89,90 
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Figure 24: Molecular schematic of the different nitrogen configuration types of N-doped graphene 
derivatives. 
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Figure 25: Example of deconvoluted N 1s peak in XPS spectra of nitrogen-doped heat-treated graphene 
oxide. 
 

Exercise 2.1 (survey spectra) 
1. Obtain the overview of XPS survey spectra of graphene derivatives in ASCI data format. 

The data can be exported to the Origin software, where peak analysis is performed. Select 
the exported data and click on the option at the top of the Origin software: Analysis/Peaks 
and Baseline/Peak Analyzer/Open dialog box. For a detailed analysis of peak 
deconvolution and integration, follow the link: 
https://www.youtube.com/watch?v=76F9QYp1pMk&t=124s&ab_channel=Nanoencryption 
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2. After peak integration, the elemental composition is determined by Equation (19): 
 

𝐶𝐶𝐶𝐶𝑥𝑥𝑥𝑥 = 𝐴𝐴𝐴𝐴𝑥𝑥𝑥𝑥/𝑆𝑆𝑆𝑆𝑥𝑥𝑥𝑥
∑ 𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖/𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖

                                                                                                                        (19) 

 
where Cx is the fraction of element x, Ax is the peak area of element x, Sx is the relative 
sensitivity factor of photoelectron peak x (used to scale the measured peak areas so that 
variations in peak areas are representative of the amount of material on the sample surface). 
The Sx values used for the calculation are SC 1s = 1, SN 1s = 1.8, and SO 1s = 2.93. 
 
Exercise 2.2 (high-resolution spectra) 
1. Obtain high-resolution N 1s peak from XPS spectra in asci data format. The data can be 

exported to the Origin software, where peak deconvolution is performed. Select the 
exported data and click the option at the top of the Origin software: Analysis/Peaks and 
Baseline/Peak Analyzer/Open dialog box. For a detailed analysis of peak deconvolution 
and integration, follow the link: 

 https://www.youtube.com/watch?v=76F9QYp1pMk&t=124s&ab_channel=Nanoencryption 
 

For the binding energies constraint, use the following intervals: 397.7 – 397.4 eV (pyridine-
N), 398.7 – 399.0 eV (pyrrole-N), 400.2 – 400.6 eV (graphite-N), and 402.4 – 402.8 eV 
(oxidized-N). For the FWHM (full width at half maximum of the peak) constraint, use 1.2 – 
1.6.  
 
2. After peak integration, the configuration type is determined by Equation (20): 
 

𝑁𝑁𝑁𝑁𝑥𝑥𝑥𝑥 = 𝐴𝐴𝐴𝐴𝑥𝑥𝑥𝑥
∑ 𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖

                                                                                                                          (20) 

 
where Nx is the configuration type of N in at.%. 
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                                                                                                                        (19) 
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𝑁𝑁𝑁𝑁𝑥𝑥𝑥𝑥 = 𝐴𝐴𝐴𝐴𝑥𝑥𝑥𝑥
∑ 𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖

                                                                                                                          (20) 

 
where Nx is the configuration type of N in at.%. 
 
  

 

 
 

Questions 
 
1. Which C 1s electron is likely to have a higher BE -COOH or -CH2-OH? Why? 

 
 
 

2. Why are the measurements carried out in a vacuum? 
 
 
 

3. Can we measure non-conducting materials with XPS? 
 
 
 

4. What is the physical meaning of the ionization cross-section, and why can hydrogen and 
helium peaks not be detected with XPS? 

 
 
 

5. The XPS spectra for the concentrations of C, N, and O from Exercise 2.1 are based on the 
number of atoms percentage (in at.%). Convert them to the mass percentage (assuming that 
only C, N, and O atoms are present in the sample). 
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3.3. Thermal analysis (TA) 
 

Thermal analysis (TA) generally involves methods that measure physical (evaporation, 
sublimation, adsorption, desorption, crystalline transition, melting) and chemical (desolvation, 
chemisorption, decomposition, solid-gas reactions) changes in a material as a function of 
increasing temperature or at a constant temperature. There are three main TA methods: (i) 
thermogravimetric analysis (TGA), which measures the change in sample weight; (ii) 
differential scanning calorimetry (DSC), which measures the amount of heat required to keep 
the reference and sample at the same temperature; and (iii) differential thermal analysis (DTA), 
which measures the temperature difference between the reference and sample.91 
 
As shown in Figure 26, the TA instrumentation consists of a highly sensitive balance 
connected to a sample holder in a furnace. Depending on the type of TA, the sample holder 
consists of various crucible holders connected to the balance while the sample is heated in a 
closed, temperature-programmed furnace.92 
 

To obtain reproducible measurements and to exclude artifacts affecting the mass change 
(air buoyancy, convection inside the furnace, crucible geometry, radiation effects, 
atmosphere), a baseline correction is performed before the sample measurement. The 
baseline correction is performed by exposing the empty sample holder to the same 
parameters used for sample analysis.91 

 

Figure 26: Schematic representation of the TGA/DTA instrumentation.92 
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In the case of graphene oxide derivatives, despite the study of thermal stability,93 one of the 
factors that influence the properties, subsequent modification, and degree of exfoliation is the 
amount of oxygen present in the structure.94 One of the methods that can be used to determine 
the oxygen concentration is TGA in conjunction with mass spectroscopy (MS). It should be 
noted that the determination of the amount of oxygen is based on the thermostability of the 
oxygen groups; therefore, the thermally stable oxygen cannot be quantified as a function of the 
final temperature. The standard TGA mass loss of graphene oxide below 150 °C is due to 
physically adsorbed water, between 150 °C – 250 °C is due to chemically adsorbed water, and 
at higher temperatures, the mass loss is due to decomposition of the oxygen functional groups.92 

 

Exercise 3 

Obtain TA-QMS (quadrupole analyzer mass spectroscope) plots of graphene oxide derivative.  

a) From the TGA plot, determine the percentage of mass loss during the process. How 
much of the mass loss is due to the physisorption of water? 
 
 
 

b) Using the QMS(T) plot, identify the major mass fragments during the TA. Why is 
carbon also present in some fragments? 

 

Questions 

 

1. Name three physical and three chemical material changes that can be observed during 
thermal analysis. Which processes are not detected by TGA but are detected by DSC or 
DTA? 

 
 
 

2. What type of thermal analysis (DSC or DTA) did we use? What do they measure? What is 
the main difference between them? 

 
 

3. What materials are used for the sample holders?  
 
 
 

4. What would be left if graphene oxide was heated in an oxidizing atmosphere? 
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3.4. Brunauer-Emmett-Teller (BET) surface analysis  

 

The most common method for determining surface efficiency, pore size distribution, and 
qualitative determination of the number of graphene layers is non-destructive BET surface 
analysis. The ideal single-layer graphene has a theoretical surface area of 2630 m²/g, but the 
actual surface area of graphene derivatives is usually much smaller due to the spontaneous 
agglomeration, stacking, and overlapping of exfoliated sheets of graphene derivatives.95 

The BET theory aims to explain the multilayer physical adsorption of chemically inert gas 
molecules (adsorbent) on a solid surface (adsorbate). The main concepts of the theory are the 
following: gas molecules can physically adsorb to a solid in an infinite number of layers; gas 
molecules can only interact with adjacent layers using the laws of Langmuir theory; the 
enthalpy of adsorption for the first layer is the highest and decreases with each subsequent layer 
until it remains a constant value at the enthalpy of liquefaction. The resulting equation is:95,96 

 

𝑣𝑣𝑣𝑣 = 𝑣𝑣𝑣𝑣m𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
(𝑐𝑐𝑐𝑐0−𝑐𝑐𝑐𝑐)(𝑐𝑐𝑐𝑐0+𝑐𝑐𝑐𝑐(𝑐𝑐𝑐𝑐−1))

                                                                                       (21) 

 

where p and p0 are the equilibrium and the saturated pressure of the adsorbates at the adsorption 
temperature, respectively, c is the constant BET, v is the total volume of adsorbed gas, and vm 
is the volume of adsorbed gas when the entire adsorbent surface is covered with a complete 
unimolecular layer.95 

Equation (21) can be reformulated as follows:  

 

𝑐𝑐𝑐𝑐
𝑣𝑣𝑣𝑣(𝑐𝑐𝑐𝑐0−𝑐𝑐𝑐𝑐)

= 1
𝑣𝑣𝑣𝑣m𝑐𝑐𝑐𝑐

+ 𝑐𝑐𝑐𝑐−1
𝑣𝑣𝑣𝑣m𝑐𝑐𝑐𝑐

𝑐𝑐𝑐𝑐
𝑐𝑐𝑐𝑐0

                          (22) 

 

If one plots p/v(p0 − p) against p/p0 at low values (0.05 < p/p0 < 0.35), one obtains the slope 
(c – 1)/vmc and the intercept 1/vmc. We can then determine c and vm from the slope and 
intercept. The BET surface area can then be calculated as follows:95 

 

𝑆𝑆𝑆𝑆BET =  𝑣𝑣𝑣𝑣m𝑁𝑁𝑁𝑁A𝑠𝑠𝑠𝑠
𝑉𝑉𝑉𝑉M𝑚𝑚𝑚𝑚

                                                     (23) 
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where SBET is the BET surface area, NA is the Avogadro number, s is the adsorption cross-
section of the adsorbed molecule, VM is the molar volume of the adsorbed gas, and m is the 
mass of the adsorbate.95 
 
The instrumentation records various pressures of the gas in the sample cell at constant 
temperature and calculates the amount of gas adsorbed/desorbed (at standard temperature and 
pressure). This is done using the manometer, which measures the amount of gas removed from 
the gas phase. Since the model BET measures the relative pressure of the adsorbing gas 
molecules, the gas must be condensable on the adsorbate at the adsorption temperature (for N2, 
this is achieved by a liquid N2 cold trap). At constant temperature, a known amount of pure gas 
(adsorbate) is allowed to enter the sample cell. During adsorption, the pressure in the enclosed 
volume decreases until equilibrium is reached. The amount of gas adsorbed at equilibrium 
pressure is the difference between the amount of gas admitted and the dead volume (previously 
determined by the admitted gas being negligibly adsorbed onto the adsorbent). The 
measurement continues with the successive point-by-point addition of gas to the absorbent. All 
the pressures measured are shown in relation to p0, which is measured in an empty glass tube 
at the beginning or determined simultaneously with the measurement in a second tube.97,98 
 

The main stages of the BET surface analysis procedure are shown schematically in Figure 27. 
First (step 1), the weight of the sample in the glass tube is measured. Then, this is repeated after 
degassing and evacuation (step 2). Next, we place the glass tube above the liquid N2 cold trap. 
The instrument then lowers the glass into the N2 cold trap when the dead volume has been 
measured (step 3). In step 4, the glass tube is raised out of the cold trap, where the gas is 
evacuated. Finally, the glass tube is lowered back into the cold trap, and the physisorption 
isotherm is measured when N2 gas is added or removed (steps 5 and 6).96 

 

 

Figure 27: Various steps during the surface area with the BET measurment.98 
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Exercise 4 

1. Using the data provided, create a BET graph of the measured graphene derivative. 

 

 

2. Calculate the BET surface area using the equations (22) and (23) (s(N2) = 0.162 nm). 
 
SBET =  

 

Questions 

 

1. The theoretical calculations show that the largest surface area of single-layer graphene is 
2630 m²/g. Why is the BET-specific surface area of the measured graphene derivative lower 
than the theoretical predictions? 

 
 
 
 

2. Calculate the theoretical surface area of single-layer graphene (dC-C = 0.142 nm, the 
hexagonal graphene lattice consists of two carbon atoms, NA = 6.022 1023 mol-1, M(C) = 12 
g/mol). 
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3.5. Inductively coupled plasma mass spectroscopy (ICP-MS)  

 

Due to the large specific surface area and the synthesis process involving starting materials, 
other precursors, and solvents with inherent metal impurities, graphene derivatives usually 
contain significant concentrations of metals (Fe, Mn, Co, Ni, Cu, etc.). These impurities are 
adsorbed from the reaction mixtures on the surface and can affect the electrocatalytic properties 
at concentrations as low as a few ppm, leading to misinterpretation of the electrochemical 
data.99,100,101,102,103,104,105 
 
The use of conventional analytical methods (EDS, XAS, XPS, etc.) to determine the 
elemental concentration of graphene derivatives is unsuitable for the determination of trace 
metal impurities because of the high detection limits. Therefore, for the characterization of 
trace metals, we need to use instruments with higher detection limits, such as inductively 
coupled plasma mass spectrometry/optical emission spectroscopy (ICP MS), inductively 
coupled plasma optical emission spectroscopy (ICP OES), nuclear activation analysis 
(NAA), or X-ray fluorescence.81 
 
We will focus here on the ICP-MS method. The determination of elemental impurities in 
graphene derivatives is not a simple task; the main problem is the sample preparation step. Due 
to the stable structure of graphene derivatives, it is extremely difficult to digest them into the 
solution. Therefore, not all metals are extracted from the material into the solution utilizing 
traditional digestion methods.106 The method used for sample preparation consists of 
microwave-assisted acid digestion in three temperature steps with the use of highly purified 
acids H2SO4, HClO4, and HNO3. 
 
In the next step, the sample is converted into an aerosol by nebulizer (shown in Figure 28) or 
vaporized by laser ablation or electrothermal evaporation and passed into the ICP with the 
carrier gas current. In the ICP, atomic excitation of the sample takes place. This is done by 
high-temperature plasma (up to 10000 K at the edges) generated by inelastic interaction 
between electrons and carrier gas (typically Ar gas) in the magnetic field. If the electrons have 
sufficient kinetic energy, they can eject the electron upon collision with carrier gas atoms. The 
newly formed electrons then accelerate again, and the process continues until there is 
equilibrium between the electron ejection and the recombination rate of the electron-gas ions 
(Ar+ ions and electrons from Ar).105 Ions and electrons interact with the fluctuating magnetic 
field, resulting in a closed ring-shaped flux through the induction coil. Ohmic heat is generated 
in response to the resistance exerted by the motion through the magnetic field.105,82 
 
Subsequently, the ions formed during ICP are passed to the mass analyzer (electrostatic-
magnetic, quadrupole, ion trap, time-of-flight, etc.), where the ions are separated based on their 
mass-to-charge ratio, and finally to the MS detector. The concentration of the detected atoms 
is determined by calibration with a suitable standard.105 
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Figure 28: Schematically presented ICP-MS instrumentation.107 

 

Procedure:  

Microwave-assisted acid digestion: Weigh 30 mg of a graphene derivative into a clean vessel. 
Then, slowly add 5 mL of H2SO4 (96 wt.%), 3 mL of HNO3 (65 wt.%), and 2 mL of HClO4 
(70 wt.%) to the autoclave. Close the autoclave and place it in the microwave. Use the 
following temperature program in Table 1. In addition to the sample, prepare the blank sample 
(using the same procedure without the graphene derivative). After the program is completed, 
dilute the blank solution and the graphene derivative by factors of 10 and 100 with a 1% HNO3 
solution. 

 

Table 2: Temperature program for microwave-assisted acid digestion. 

Step Ramp time [min] T [°C] Hold time [min] 
1 15 150 15 
2 10 220 20 
3 5 230 15 

 

Preparation of standard solutions: 

Approximately 50 mg of the catalyst powder was placed into 50 mL autoclave and added 4 mL 
H2SO4 (96 wt.%, Fluka-Honeywell, puriss), 3 mL HNO3 (65 wt.%, Merck, suprapur), 2 mL 
HClO4 (70 wt.%, Merck, suprapur), and 1 mL HF (40 wt.%, Merck, suprapur). The mixture 
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was heated according to the temperature program: to 150 °C for 15 min, 220 for 20 min, 230 
for 15 min, and left to cool down in a microwave digestion system (Milestone Ethos UP). Next, 
the mixture was transferred to a 50 mL flask and diluted to the mark with ultrapure water. 
Finally, the as-prepared solution was filtrated through a 0.45 µm filter, diluted by factor 100 
with 1 wt,% HNO3 (65 wt.%, Merck, suprapur) solution, and injected into ICP-MS 
instrumentation. 

 

ICP-MS analysis:  

Trace element analysis of electrocatalysts was determined using an ICP-MS Agilent 
Technologies 7900CE, with a micro nebulizer, quartz spray chamber, and quadrupole mass 
analyzer in the flow of high-purity argon (5.0) gas at a flow rate of 15 L/min. The data were 
processed and analyzed using MassHunter 4.4. software. 

 

Exercise 5 

Calculate the concentrations of impurities (Fe, Mn, and K) by comparing the area and 
concentration between the standard and sample peaks. The area of the blank sample should be 
subtracted from all peaks. Report the results as a mass fraction (w) in parts per million (ppm). 

 

w(Fe) = w(Mn) = w(K) = 
 

Questions 

 

1. What is plasma? Why are gases with high ionization energy used as carrier gases? 
 
 
 

2. Why is the plasma generated by ICP the hottest at the edges of the cylindrical coil? 
 
 
 

3. What is the main source of impurity?  
 
 
 

4. How the impurities should be removed? 
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3.6. Scanning electron microscopy (SEM) 

 

The development of SEM represented a breakthrough in the study of the microstructure, 
composition, and properties of bulk materials. The electrons used in SEM can be extracted 
from various filaments by resistive heating (typically W due to the high melting point and low 
vapor pressure). Their velocity and, hence, energy can be easily controlled by the electrostatic 
fields; by using magnetic and electrostatic lenses, we can shape them into a finely focused 
beam that is scanned over a surface of interest. When these electrons, also called “primary 
electrons”, interact with matter, they produce a variety of charged particles and photons (as 
seen in Figure 29) that can be used to characterize topography, composition, and bulk material 
properties.108 
 

The shorter the wavelength of the radiation, the higher the magnification. In optical 
microscopes, wavelengths of 550 nm are used, while SEM 1–10 nm at an electron energy of 
30 kV–100 kV. Therefore, another advantageous property of SEM is the magnification 
(features smaller than 1 nm can be detected).108 
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Figure 29: Possible different signals produced by the interaction of primary electrons and matter. For 
a sample that is more than a few hundred nanometers thick, the electrons are absorbed and, therefore, 
not transmitted. 

 

In morphology imaging, the main charged particles are secondary electrons and backscattered 
(less frequently used due to their penetration depth). Secondary electrons are electrons 
produced by the ionization of primary electrons, and backscattered electrons are primary 
electrons that are deflected by collisions with atoms of matter to such an extent that they are 
carried back up through the sample surface. The varying composition of the surface topography 
affects the generation, transport, and escape of these signals. From the variations in the intensity 
of the electron signals detected at each point on the sample scanned by the electron beam, the 
image is formed.80,108 
 
The chemical composition of matter in the SEM is most commonly determined by X-rays using 
energy-dispersive X-ray spectroscopy (EDS). Here, the X-rays are emitted due to the relaxation 
of the atom in the excited state caused by the primary electron. These important species are 
emitted because of the relaxation of an excited state in an atom. The first excited state is caused 
by the ionization of a tightly bound inner electron by an incident primary electron.80,108  
 
For the SEM measurements, three conditions must be met. First, a high-vacuum (10−3 – 10−5 
Pa) must exist in the sample chamber to minimize primary electron scattering and 
contamination of the electron source; second, the sample should be electrically conductive. 
Therefore, the sample should be conductive or made conductive by sputter-coating with 
conductive material (Au, Pt, Pd, Cr, etc.); third, the molar mass for the standard SEM 
instrumentation must be higher than 4 for EDS to detect the signal.108,109 

 
We will characterize the graphene derivatives prepared by CVD and top-down synthesis using 
SEM imaging and EDS elemental characterization. 
 

Procedure 

Cover the top of the conducting carbon type on the aluminum SEM holder with the bulk 
graphene derivative or with the CVD-grown graphene electrode. (All samples are good 
conductors, so sputter-coating is not required.) The SEM and EDS measurements will be 
performed by a trained, qualified person. 
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Exercise 6 

Describe the morphology of CVD-grown graphene and bulk graphene derivatives. For 
CVD-grown graphene, also determine the density of graphene domains.  

 

 

Compare the elemental composition results between the XPS and EDS methods. Discuss the 
results. 

 

Questions 

 

1. Why does the sample need to be conductive SEM imaging?  
 
 
 

2. What are the differences between EDS and XPS?  
 
 

3. Why do some parts of the SEM images change from dark to bright during the measurement? 
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